Abstract—Wireless sensor networks (WSNs) are networks of distributed autonomous devices that can sense or monitor physical or environmental conditions cooperatively. WSNs face many challenges, mainly caused by communication failures, storage and computational constraints and limited power supply. Paradigms of computational intelligence (CI) have been successfully used in recent years to address various challenges such as data aggregation and fusion, energy aware routing, task scheduling, security, optimal deployment and localization. CI provides adaptive mechanisms that exhibit intelligent behavior in complex and dynamic environments like WSNs. CI brings about flexibility, autonomous behavior, and robustness against topology changes, communication failures and scenario changes. However, WSN developers are usually not or not completely aware of the potential CI algorithms offer. On the other side, CI researchers are not familiar with all real problems and subtle requirements of WSNs. This mismatch makes collaboration and development difficult. This paper intends to close this gap and foster collaboration by offering a detailed introduction to WSNs and their properties. An extensive survey of CI applications to various problems in WSNs from various research areas and publication venues is presented in the paper. Besides, a discussion on advantages and disadvantages of CI algorithms over traditional WSN solutions is offered. In addition, a general evaluation of CI algorithms is presented, which will serve as a guide for using CI algorithms for WSNs.

Index Terms—Clustering, computational intelligence, data aggregation, deployment, design, localization, quality of service, routing, scheduling, security, sensor fusion, wireless sensor networks.

I. INTRODUCTION

A WIRELESS sensor network is a network of distributed autonomous devices that can sense or monitor physical or environmental conditions cooperatively [1]. WSNs are used in numerous applications such as environmental monitoring, habitat monitoring, prediction and detection of natural calamities, medical monitoring and structural health monitoring [2]. WSNs consist of a large number of small, inexpensive, disposable and autonomous sensor nodes that are generally deployed in an ad hoc manner in vast geographical areas for remote operations. Sensor nodes are severely constrained in terms of storage resources, computational capabilities, communication bandwidth and power supply. Typically, sensor nodes are grouped in clusters, and each cluster has a node that acts as the cluster head. All nodes forward their sensor data to the cluster head, which in turn routes it to a specialized node called sink node (or base station) through a multi-hop wireless communication as shown in Figure 1. However, very often the sensor network is rather small and consists of a single cluster with a single base station [3]–[5]. Other scenarios such as multiple base stations or mobile nodes are also possible. Article [6] presents a classification of WSNs based on communication functions, data delivery models, and network dynamics. Resource constraints and dynamic topology pose technical challenges in network discovery, network control and routing, collaborative information processing, querying, and tasking [2]. CI combines elements of learning, adaptation, evolution and fuzzy logic to create intelligent machines. In addition to paradigms like neuro-computing, reinforcement learning, evolutionary computing and fuzzy computing, CI encompasses techniques that use swarm intelligence, artificial immune systems and hybrids of two or more of the above. Paradigms of CI have found practical applications in areas such as product design, robotics, intelligent control, biometrics and sensor networks. Researchers have successfully used CI techniques to address many challenges in WSNs. However, various research communities are developing these applications concurrently, and a single overview thereof does not exist. Most of the works presented here are scattered in journals and conferences whose prime focus is not WSNs. Aim of this survey is to bridge
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this gap and present a brief, but comprehensive survey of numerous CI approaches and applications, which provide the WSN researchers with new ideas and incentives. A discussion on yet-unexplored challenges in WSNs, and a projection on potential CI applications in WSN are presented with an objective of encouraging researchers to use CI techniques in WSN applications.

The rest of this paper is organized as follows: The main challenges in WSNs are discussed in Section II. The paradigms of CI are outlined in Section III. The WSN applications that use CI approaches are clustered in three groups and discussed in Sections IV, V and VI. A high level evaluation of CI techniques in terms of their applicability to WSNs is provided in Section VII, wrapped as a guide for WSN application developers and practitioners. Finally, conclusions and authors’ vision on future trends and directions of applying CI methods to various WSN problems are laid out in Section VIII.

II. CHALLENGES IN SENSOR NETWORKS

Real deployments of wireless sensor networks usually implement one of the three general applications: periodic reporting, event detection, and database-like storage. Periodic reporting is by far the most used and the simplest application scenario, in which at regular intervals the sensors sample their environment, store the sensory data, and send it to the base station(s). Actuators such as automatic irrigation systems and alarm systems are often connected with such WSNs. This scenario is used in most monitoring applications in agriculture [7], [8], microclimate [4], [5], [9] and habitat surveillance [10]–[12], military operations [13], and disaster relief [14]. The main property of periodic reporting applications is the predictability of the data traffic and volume.

In contrast, in event detection applications [3], [15], nodes sense the environment and evaluate the data immediately for its usefulness. If useful data (an event) is detected, the data is transmitted to the base station(s). The data traffic can hardly be predicted: events usually occur randomly and the resulting data traffic is sporadic. However, a small amount of data has to be exchanged for route management and aliveness checks even when no events are detected.

The third group of sensor networks applications, database-like storage systems [16], are similar to event-based systems. All sensory data (regular sampling or events) is stored locally on the nodes. Base stations search for interesting data and retrieve it from the nodes directly. The main challenge in these applications is to store the data in a smart way for fast search and retrieval.

The challenges and properties of WSN deployments can be summarized as follows:

Wireless ad hoc nature: A fixed communication infrastructure does not exist. The shared wireless medium places additional restrictions on the communication between the nodes and poses new problems like unreliable and asymmetric links. But, it provides the broadcast advantage: A packet transmitted by a node to another is received by all neighbors of the transmitting node.

Mobility and topology changes: WSNs may involve dynamic scenarios. New nodes may join the network, and the existing nodes may either move through the network or out of it. Nodes may cease to function, and surviving nodes may go in or out of transmission radii of other nodes. WSN applications have to be robust against node failure and dynamic topology.

Energy limitations: Nodes in most WSNs have limited energy. The basic scenario includes a topology of sensor nodes, and a limited number of more powerful base stations. Maintenance or recharging of the batteries on sensor nodes is not possible after deployment. Communication tasks consume maximum power available to sensor nodes, and in order to ensure sustained long-term sensing operation, communication tasks need to be exercised frugally.

Physical distribution: Each node in a WSN is an autonomous computational unit that communicates with its neighbors via messages. Data is distributed throughout the nodes in the network and can be gathered at a central station only with high communication costs. Consequently, algorithms that require global information from the entire network become very expensive. Thus, reticent distributed algorithms are highly desirable.

A brief description of the major WSN challenges addressed by CI techniques is presented in the following subsections:

A. Design and Deployment

WSNs are used in vastly diversified applications ranging from monitoring a biological system through tissue implanted sensors to monitoring forest fire through air-dropped sensors. In some applications, the sensor nodes need to be placed accurately at predetermined locations, whereas in others, such positioning is unnecessary or impractical. Sensor network design aims at determining the type, amount and location of sensor nodes to be placed in an environment in order to get a complete knowledge of its functioning conditions.

B. Localization

Node localization refers to creating location awareness in all deployed sensor nodes. Location information is used to detect and record events, or to route packets using geometric-aware routing [17], [18]. Besides, location itself is often the data that needs to be sensed. An overview of localization systems for WSNs is presented in [19]. Localization methods that use time-of-arrival of signals from multiple base stations are commonly used in WSNs [20].

C. Data Aggregation and Sensor Fusion

Sensor fusion is the process of combining of the data derived from multiple sources such that either the resulting information is in some sense better than would be possible with individual sources, or the communication overhead of sending individual sensor readings to the base station is reduced. Due to large-scale deployment of sensors, voluminous data is generated, efficient collection of which is a critical issue. Most widely used non-CI methods for sensor fusion include Kalman filter, Bayesian networks and Dempster-Shafer method [21]. A survey of data aggregation algorithms used in WSNs is presented in [22].
A network has to provide the QoS while maximizing network resource utilization. To achieve this goal, the network is required to analyze the application requirements and deploy hybrids of proactive and reactive methods are suitable for such networks. Another possible solution is to cluster the network into hierarchies. An overview of modern WSN routing algorithms is presented in [23].

E. Scheduling
In order to conserve energy, typical sensor nodes remain in sleep mode most of the time, and go into active mode periodically in order to acquire and transmit sensory data. A strict schedule needs to be followed regarding when a node should wake up, sense, transmit (or perform locomotion), ensuring maximum network lifetime. Causing the WSN nodes to take right actions at right time is the major objective of WSN scheduling.

F. Security
Wireless links in WSNs are susceptible to eavesdropping, impersonating, message distorting etc. Poorly protected nodes that move into hostile environments can be easily compromised. Administration becomes more difficult due to dynamic topology. Various security challenges in wireless sensor networks are analyzed and key issues that need to be resolved for achieving adequate security are summarized in [24]. Types of routing attacks and their countermeasures are presented in [25]. A review of security threats to WSNs and a survey of defense mechanisms is presented in [26].

G. Quality of Service Management
QoS is an overused term that has various meanings and perspectives. QoS generally refers to the quality as perceived by the user/application, while in the networking community, QoS is accepted as a measure of the service quality that the network offers to the applications/users. QoS refers to the assurance by the network to provide a set of measurable service attributes to the end-to-end users/applications in terms of fairness, delay, jitter, available bandwidth, and packet loss. A network has to provide the QoS while maximizing network resource utilization. To achieve this goal, the network is required to analyze the application requirements and deploy various network QoS mechanisms. A survey of QoS support in wireless sensor networks is presented in [27].

III. A BRIEF OVERVIEW OF THE PARADIGMS OF CI
CI is the study of adaptive mechanisms that enable or facilitate intelligent behavior in complex and changing environments [28], [29]. These mechanisms include paradigms that exhibit an ability to learn or adapt to new situations, to generalize, abstract, discover and associate. In [30], CI is defined as the computational models and tools of intelligence capable of inputting raw numerical sensory data directly, processing them by exploiting the representational parallelism and pipelining the problem, generating reliable and timely responses and withstanding high fault tolerance. Paradigms of CI are designed to model the aspects of biological intelligence. CI encompasses paradigms such as neural networks, reinforcement learning, swarm intelligence, evolutionary algorithms, fuzzy logic and artificial immune systems. These paradigms are briefly introduced in the following subsections. Besides, it is common to find hybrids of these paradigms, such as neuro-fuzzy systems, fuzzy-immune systems etc. Certainly there exist more CI techniques, which are not discussed here because they have not been applied to WSNs problems yet and their properties do not suit the requirements well. A broader discussion of CI can found in [29], [30].

A. Neural Networks
The human brain, which possesses an extraordinary ability to learn, memorize and generalize, is a dense network of over 10 billion neurons, each connected on average to about 10,000 other neurons. Each neuron receives signals through synapses, which control the effects of the signals on the neuron. These synaptic connections play an important role in the behavior of the brain. These findings have inspired modeling of biological neural systems by means of NNs [31]. The three basic components of an artificial neuron shown in Figure 2 are:

1) The links that provide weights \( W_{ji} \), to the \( n \) inputs of \( j^{th} \) neuron \( x_i \), \( i = 1, \ldots, n \);
2) An aggregation function that sums the weighted inputs to compute the input to the activation function \( u_j = \sum_{i=1}^{n} x_i W_{ji} \), where \( \Theta_j \) is the bias, which is a numerical value associated with the neuron. It is convenient to think of the bias as the weight for an input \( x_0 \) whose value is always equal to one, so that \( u_j = \sum_{i=0}^{n} x_i W_{ji} \);
3) An activation function \( \Psi \) that maps \( u_j \) to \( v_j = \Psi(u_j) \), the output value of the neuron. Some examples of the activation functions are: step, sigmoid, tan hyperbolic and Gaussian function.
A NN consists of a network of neurons organized in input, hidden and output layers. In feedforward NNs, the outputs of a layer are connected as the inputs to the next layer while in recurrent networks, feedback connections are allowed as shown in dashed lines in Figure 3. In an Elman type recurrent network, a copy of hidden layer output, referred to as the context layer, is presented as the input to the hidden layer. In a Jordan type recurrent network, a copy of output of the neurons in the output layer is presented as the input to the hidden layer. Following is a non-exhaustive list of the types of NNs that are found in literature.

- single-layer networks (e.g., Hopfield network);
- multilayered feedforward networks (e.g., Perceptron, generalized neuron);
- temporal networks (e.g., Elman network, Jordan network);
- self-organizing networks (e.g., Kohonen’s map).

NNs learn the facts represented by patterns and determine their inter-relationships. Learning is the process in which the weights of a NN are updated in order to discover patterns or features in the input data. Learning methods are classified into the following types: i) supervised learning, ii) unsupervised learning and iii) reinforcement learning. In supervised learning, a teacher presents an input pattern and the corresponding target output. Network weights are adapted in such a way that the error is minimized. The objective of unsupervised learning is to discover patterns in the input data with no help from a teacher. In reinforcement learning, the learning agent communicates with its own environment, but not with a teacher. The goal is to find a policy, which selects an action at any time-step, which leads to the best possible reward from the environment. To each action of the agent the environment responds with a reward, which represents the effectiveness of the action in that time-step; however, there are no “correct” or “incorrect” actions. A survey of NN learning methods, their properties and applications is presented in [32]. NNs have been found successful in a wide range of applications such as power system stabilization, pattern classification, speech recognition, robotics, prediction and image processing.

B. Fuzzy logic

Classical set theory allows elements to be either included in a set or not. This is in contrast with human reasoning, which includes a measure of imprecision or uncertainty, which is marked by the use of linguistic variables such as most, many, frequently, seldom etc. This approximate reasoning is modeled by fuzzy logic, which is a multivalued logic that allows intermediate values to be defined between conventional threshold values. Fuzzy systems allow the use of fuzzy sets to draw conclusions and to make decisions. Fuzzy sets differ from classical sets in that they allow an object to be a partial member of a set. For example, a person may be a member of the set tall to a degree of 0.8 [33]. In fuzzy systems, the dynamic behavior of a system is characterized by a set of linguistic fuzzy rules based on the knowledge of a human expert. Fuzzy rules are of the general form: if antecedent(s) then consequent(s), where antecedents and consequents are propositions containing linguistic variables. Antecedents of a fuzzy rule form a combination of fuzzy sets through the use of logic operations. Thus, fuzzy sets and fuzzy rules together form the knowledge base of a rule-based inference system as shown in Figure 4.

Antecedents and consequents of a fuzzy rule form fuzzy input space and fuzzy output space respectively, which are defined by combinations of fuzzy sets. Non-fuzzy inputs are mapped to their fuzzy representation in the process called fuzzification. This involves application of membership functions such as triangular, trapezoidal, Gaussian etc. The inference process maps fuzzified inputs to the rule base to produce a fuzzy output. A consequent of the rule, and its
membership to the output sets are determined here. The defuzzification process converts the output of a fuzzy rule into a crisp, non-fuzzy form. Popular inference methods that determine an approximate non-fuzzy scalar value to represent the action to be taken include max-min method, averaging method, root sum squared method, and clipped center of gravity method [34].

Fuzzy logic has been applied successfully in control systems (e.g., control of vehicle subsystem, power systems, home appliances, elevators etc.), digital image processing and pattern recognition.

C. Evolutionary Algorithms

Evolutionary algorithms model the natural evolution, which is the process of adaptation with the aim of improving survival capabilities through processes such as natural selection, survival-of-the-fittest, reproduction, mutation, competition and symbiosis. EC encompasses a variety of EAs that share a common underlying idea of survival-of-the-fittest. EAs use a population of solution candidates called chromosomes. Chromosomes are composed of genes, which represent a distinct characteristic. A fitness function, which the EA seeks to maximize over the generations, quantifies the fitness of an individual chromosome. Process of reproduction is used to mix characteristics of two or more chromosomes (called parents) into the new ones (called offspring). Offspring chromosomes are mutated through small, random genetic changes in order to increase diversity. Some fittest chromosomes are selected to go into the next generation, and the rest are eliminated. The process is repeated generation after generation until either a fit-enough solution is found or a previously set computational limit is reached.

Following are the major classes of EAs.

- Genetic algorithms, which model genetic evolution
- Genetic programming whose individual chromosomes are computer programs
- Evolutionary programming which model adaptive behavior in evolution
- Evolutionary strategies which model strategy parameters that control variation in evolution
- Differential evolution which is identical to GA except for the reproduction mechanism
- Cultural evolution which models the evolution of culture of a population and culture’s influence on genetic and adaptive evolution of individuals
- Coevolution in which initially “dumb” individuals evolve through cooperation or competition and become fit enough to survive

Successful applications of EA include planning, design, control, classification and clustering, time series modeling, music composing etc.

D. Swarm Intelligence

SI originated from the study of collective behavior of societies of biological species such as flocks of birds, shoals of fish and colonies of ants. SI is the property of a system whereby collective behaviors of unsophisticated agents interacting locally with their environment cause coherent functional global patterns to emerge. While graceful but unpredictable bird-flock choreography inspired the development of particle swarm optimization [35], impressive ability of a colony of ants to find shortest path to their food inspired the development of ant colony optimization [36]. The honey bee algorithm mimics foraging behavior of swarms of honey bees [37].

1) Particle Swarm Optimization: The basic PSO consists of a population (or a swarm) of \( s \) particles, each of which represents a candidate solution [35]. The particles explore an \( n \)-dimensional space in search of the global solution, where \( n \) represents the number of parameters to be optimized. Each particle \( i \) occupies position \( x_{id} \) and moves with a velocity \( v_{id} \), \( 1 \leq i \leq s \) and \( 1 \leq d \leq n \). Particles are initially assigned random positions and velocities within fixed boundaries, i.e., \( x_{\text{min}} \leq x_{id} \leq x_{\text{max}} \) and \( v_{\text{min}} \leq v_{id} \leq v_{\text{max}} \) (in most cases \( v_{\text{min}} = -v_{\text{max}} \)). Fitness of a particle is determined from its position. The fitness is defined in such a way that a particle closer to the solution has higher fitness value than a particle that is far away. In each iteration, velocities and positions of all particles are updated to persuade them to achieve better fitness. The process of updating is repeated iteratively either until a particle reaches the global solution within permissible tolerance limits, or until a sufficiently large number of iterations is reached. Magnitude and direction of movement of a particle is influenced by its previous velocity, its experience and the knowledge it acquires from the swarm through social interaction.

In the \( g_{\text{best}} \) version of PSO, each particle has a memory to store \( p_{\text{best}} \), the position where it had the highest fitness. Besides, each particle can access the position \( g_{\text{best}} \), the position of the particle having the maximum fitness. The \( g_{\text{best}} \) particle represents the best solution found as yet. At each iteration \( k \), PSO adds velocity \( v_{id} \) to each position \( x_{id} \) and steers the particles towards its \( p_{\text{best}} \) and \( g_{\text{best}} \) using (1) and (2).

\[
\begin{align*}
    v_{id}(k+1) &= w \cdot v_{id}(k) + c_1 \cdot \text{rand}_1 \cdot (p_{\text{best}} - x_{id}) \\
    &\quad + c_2 \cdot \text{rand}_2 \cdot (g_{\text{best}} - x_{id})
\end{align*}
\]

\[
\begin{align*}
    x_{id}(k+1) &= x_{id}(k) + v_{id}(k+1)
\end{align*}
\]

Here, \( \text{rand}_1 \) and \( \text{rand}_2 \) are random numbers having uniform distribution in the range \((0, 1)\). The velocity update equation (1) shows that a particle is influenced by 3 components of acceleration. The first term involves the inertia coefficient \( w \), \( 0.2 < w < 1.2 \), and it denotes the inertia of the particle [38].

The second term involves the cognitive acceleration constant \( c_1 \). This component propels the particle towards the position where it had the highest fitness. The third term involves the social acceleration constant \( c_2 \). This component steers the particle towards the particle that currently has the highest fitness.

The velocity of a particle is bounded between properly chosen limits \( v_{\text{max}} \) and \( v_{\text{min}} \). Similarly, the position of a particle is restricted between properly chosen constants \( x_{\text{max}} \) and \( x_{\text{min}} \). Several variants of PSO have been devised [39] and applied to optimization problems in power systems, stock...
markets, antenna control and WSNs.

2) Ant Colony Optimization: ACO was introduced in [36] as a metaheuristic for solving combinatorial optimization problems. Foraging ants initially explore surroundings of their nest in a random manner. When an ant finds a source of food, it evaluates quantity and quality of the food and carries some food to the nest. While returning to the nest, the ant deposits a trail of chemical pheromone, which guides other ants to the food source. This characteristic of ant colonies is exploited in artificial ant colonies to solve combinatorial optimization problems. Consider that two paths A and B exist between a nest and a food source, and \( n_A(t) \) and \( n_B(t) \) number of ants use them at time step \( t \) respectively, then the probability of ant choosing path A at the time step \( t + 1 \) is given by (3).

\[
P_A(t + 1) = \frac{(c + n_A(t))^\alpha}{(c + n_A(t))\alpha + (c + n_B(t))\beta} = 1 - P_B(t + 1)
\]

where \( c \) is the degree of attraction of an unexplored branch, and \( \alpha \) is the bias to using pheromone deposits in the decision process. An ant chooses between the path A or path B using the decision rule: if \( U(0, 1) \leq P_A(t + 1) \) then choose path A otherwise choose path B.

The main idea of the ACO metaheuristic is to model the problem as a search for the best path in a "construction graph" that represents the states of the problem. Artificial ants walk through this graph, looking for good paths. They communicate by laying pheromone trails on edges of the graph, and they choose their path with respect to probabilities that depend on the amount of pheromone previously left.

In ACO, an artificial ant builds a solution by traversing the fully connected construction graph \( G = (V, E) \), where \( V \) is a set of vertices and \( E \) is a set of edges. Solution components may be represented either by vertices or by edges. Artificial ants move from a vertex to another along the edges of the graph, incrementally building a partial solution. Additionally, ants deposit a certain amount of pheromone on the components that they traverse. The amount of pheromone deposited \( \Delta \tau \) may depend on the quality of the solution found. Subsequent ants use the pheromone information as a guide toward promising regions of the search space.

In Simple ACO, a small random amount of pheromone \( \tau_{ij}(0) \) is assigned initially to each edge \((i, j)\). An ant randomly selects an edge to follow. A number of ants, \( k = 1, \ldots, n_k \), are placed on the source node. In each iteration, each ant constructs a path to the destination node. An ant \( k \) at node \( i \) chooses the node \( j \in N_i^k \) to visit next based on probability computed using (4), where \( N_i^k \) is the set of nodes connected to node \( i \).

\[
p_{ij}^k(t) = \begin{cases} \frac{\tau_{ij}^k(t)}{\sum_{j \in N_i^k} \tau_{ij}^k(t)} & \text{if } j \in N_i^k \\ 0 & \text{if } j \not\in N_i^k \end{cases}
\]

For an ant \( k \) at node \( i \), if \( N_i^k \) is null, then the predecessor to node \( i \) is included in \( N_i^k \). This causes the constructed paths to contain loops. These loops are eliminated when an ant reaches its destination node. When all the ants reach the desired destination node, each ant returns to the source in the reverse path and deposits a pheromone quantity,

\[
\Delta \tau_{ij}^k(t) \propto \frac{1}{L^k(t)}
\]

(5)

\( L^k(t) \) is the length of the path constructed by ant \( k \) in time step \( t \). The deposited pheromone \( \Delta \tau_{ij}^k(t) \) determines the quality of the corresponding solution. In simple ACO, the quality of the solution is expressed as the reciprocal of the number of hops in the path. However, other measures such as cost of traveling or physical distance of the path can be used instead. The algorithm is terminated when a maximum number of iterations are done, an acceptable solution is found or all ants follow the same path.

ACO has been successfully applied to combinatorial optimization problems such as the traveling salesman problem, assignment problems, scheduling problems, and vehicle routing problems.

E. Artificial Immune Systems

The biological immune system defends the body from foreign pathogens. The three layers of a biological immune system are: anatomic barrier, innate (nonspecific) immunity and adaptive (specific) immunity, of which innate and adaptive immunities influence each other. When adaptive immunity detects the presence of a pathogen, it triggers a sequence of responses of humoral immunity and cell-mediated immunity. Innate immunity is directed on any pathogen. If the pathogen survives the innate immunity, the body directs the defence against a particular known type of pathogen. The biological immune system is a parallel, distributed adaptive system having decentralized control mechanism. This complex, adaptive biological immune system is modeled by a number of AIS models. These models capture such mechanisms of biological immune systems as negative selection, immune network model and clonal selection [40].

1) Immune network models: Immune network models are based on the hypothesis that the immune system uses an idiotypic network of interconnected B cells - a component of the adaptive immune system - for antigen recognition. The strength of interconnection between two B cells is proportional to the affinity they share. A B cell population has two types of sub-populations: the initial population and the cloned population. The initial subset is generated from raw training data, and the rest are used as antigen training items. Antigens are randomly selected from training set and presented to areas of the B cell network. In case of successful binding, the B cell is cloned and mutated, leading to a diverse set of antibodies. When a new B cell is created, it is integrated into the network at the closest B cells. If the new cell can not be integrated, it is removed from the population. If all binds fail, a B cell is generated using the antigen as a template and is then incorporated into the network.

2) Clonal selection: The clonal selection principle describes an immune response to an antigen stimulus. It postulates that the cells that can recognize the antigen proliferate. The main features of the clonal selection theory are:

- The new cells are clones of their parents with a mutation mechanism.
• Elimination of newly differentiated lymphocytes carrying self-reactive receptors.
• Proliferation and differentiation on contact of mature cells with antigens.

The CLONALG algorithm is based on clonal selection. It is similar to the evolutionary algorithms and has following features:

1) dynamical population,
2) exploration and exploitation of the search space,
3) ability to locate multiple optima,
4) ability to maintain local optimal solutions,
5) well defined stopping criterion.

3) Negative selection: The biological immune system recognizes all cells within the body and classifies them as self and non-self. Non-self cells are further classified so that the appropriate defence mechanism can be initiated. Negative selection provides tolerance to self cells. During the generation of T-cells, components of cell-mediated immunity- receptors are made through a pseudo-random genetic rearrangement. Then they undergo negative selection in which the T-cells that react with self-proteins are destroyed. These matured cells circulate throughout the body to perform immunological functions. The negative selection algorithm has attracted a lot of research attention and undergone significant evolution since it was proposed. There exist several negative selection algorithms that differ from each other in terms of data and encoding scheme. If the encoding is binary, Hamming distance is most commonly used mutation operators in AISs are similar to those in GA. For binary strings, bits are flipped; for real value strings, an element is changed at random; and for other types, the elements are swapped.

In addition to the algorithms mentioned above, there exist immune algorithms like immune genetic algorithm, agent algorithm and immune algorithm with bacteria. Algorithms of

AIS have found successful practical application in computer security, fault detection, abnormality detection, optimization and data mining.

F. Reinforcement Learning

Conventional artificial intelligence is based on machine learning, which is the development of the techniques and algorithms that allow machines to simulate learning. Machine learning attempts to use computer programs to generate patterns or rules from large data sets. RL [41], [42] is a sub-area of machine learning concerned with how an agent should take actions in an environment so as to maximize some notion of a long-term reward.

RL is biologically inspired and acquires its knowledge by actively exploring its environment. At each step, it selects some possible action and receives a reward from the environment for this specific action. Note that the best possible action at some state is never known a-priori. Consequently, the agent has to try many different actions and sequences of actions and learns from its experiences.

Usually, reinforcement learning tasks are described as a Markov decision process (see Figure 5), consisting of an agent, set of possible states \( S \), set of possible actions \( A(s_t) \) for all possible states \( s_t \) and a reward function \( R(s_t, a_t) \), specifying the environment reward to the agent’s selected action. Additionally, the policy \( \pi_t \) defines how the learning agent behaves at some time-step \( t \). The optimal policy is usually defined as \( \pi^* \). The value function \( V(s_t, a_t) \) defines the expected total reward when taking action \( a_t \) in state \( s_t \), if from the next state \( s_{t+1} \) the optimal policy \( \pi^* \) is followed. This is the function the agent has to learn in order to achieve the optimal policy.

RL is well suited for distributed problems, like routing. It has medium requirements for memory and computation at the individual nodes. This arises from the need of keeping many different possible actions and their values. It needs some time to converge, but is easy to implement, highly flexible to topology changes and achieves optimal results.

![Fig. 5. Reinforcement learning model](image-url)
**Q-learning:** One simple and powerful RL algorithm is Q-learning [43]. It does not need any model of the environment and can be used for online learning of the value function of some RL task, referred to as the $Q$-value function. Q-values are updated as follows:

$$ Q(s_{t+1}, a_t) = Q(s_t, a_t) + \alpha [r_{t+1} + \phi \max_a Q(s_{t+1}, a) - Q(s_t, a_t)] $$

Where $Q(s_t, a_t)$ is the current value of state $s_t$, when action $a_t$ is selected. The algorithm works as follows: at some state $s_t$, the agent selects an action $a_t$. It finds the maximum possible $Q$-value in the next state $s_{t+1}$, given that $a_t$ is taken and updates the current $Q$-value. The discounting factor $0 < \phi < 1$ gives preference either to immediate rewards (if $\phi \ll 1$) or to rewards in the future (if $\phi \gg 0$). The learning constant $0 < \alpha < 1$ is used to tune the speed of learning to achieve better convergence and stability of the algorithm.

Q-learning has been already widely applied to the wireless ad hoc scenario, for example for routing in WSNs [44]–[47]. It is very easy to implement and has a good balance of optimality to memory and energy requirements.

**Dual RL:** Dual RL is very similar to Q-learning. However, the reward function uses the best $Q$-values of the next state and the previous one. This increases slightly the communication overhead, but speeds up learning. The DRQ-Routing [48] protocol is based on it and optimizes point-to-point routing. However, compared to approaches with Q-learning, the implementation is more complex.

**TPOT Reinforcement Learning:** Team-partitioned, opaque-transition reinforcement learning (TPOT-RL) has been developed for simulated robotic soccer [49]. It allows a team of independent learning agents to collaboratively learn a shared task, like soccer playing. It differs from traditional RL in its value function, which is partitioned among the agents and each agent learns only the part of it directly relevant to its localized actions. Also, the environment is opaque to agents, which means that they have no information about the next possible actions of their mates or their goodness.

TPOT-RL is fully distributed and achieves good results. However, its implementation is not trivial and it requires additional communication cost, since rewards are sent to the agents only after accomplishing the task (in the network context: after delivering the packet at the destination). It has been implemented for routing in TPOT-RL-Routing [50].

**Collaborative RL:** A formal definition of RL in a distributed environment and a learning algorithm is given in [51]. It presents a reinforcement learning algorithm, designed especially for solving the point-to-point routing problem in MANETs. Collaborative RL is greatly based on Q-learning, but uses also a decay function (very similar to pheromone evaporation in ACO, see Section III-D) to better meet the properties of ad hoc networks. The approach is feasible also for routing in WSNs, since it requires only minimal cost overhead.

An overall high-level comparison of CI approaches in terms of computational requirements, memory requirements, flexibility and optimality of results is given in Table I. Solutions that require a heavy computational or storage resources are suitable for centralized computations carried out by a base station. On the other hand, solutions that require less computations and storage are suitable for distributed computations carried out at each node. Besides, some paradigms assure optimal solutions, and some give sub-optimal solutions. Optimality is measured as the ability of the CI paradigm to find the best possible solution to some problem and not just an approximation. For example, when using RL for finding shortest paths for routing, it is indeed able to find them. Flexibility refers to the ability of the algorithms to adapt to a changing environment, like failing nodes. For superior performance, the designer has to properly choose a paradigm or a combination based on the exact application scenario and requirements.

**IV. DESIGN, DEPLOYMENT, LOCALIZATION, AND SECURITY**

The CI algorithms discussed in this paper have been tailored or hybridized to suit the challenges in WSNs. The subsequent sections have been organized into three different classes of WSN problems: This section starts with design, deployment, localization and security issues. Section V presents a discussion on energy-aware routing and clustering for WSNs and the survey is completed with an overview of scheduling, data aggregation, sensor fusion and QoS management problems and their CI-based solutions in Section VI. Each subsection in this, and the following two sections, begins with a brief summary on suitability of the CI approaches for the challenge under discussion and pros and cons of approaching the challenge with CI techniques. The following Section VII summarizes the findings in the survey and makes suggestions on which CI technique to focus on when solving a particular problem.

**A. Design and Deployment**

CI techniques can be very helpful in the process of designing and planning the deployments of sensor networks and there have been many efforts to apply them in this context. Table II lists some CI applications in WSN design and deployment; and the applications are discussed in the following paragraphs.

Deployment of the nodes of a WSN can be planned or ad hoc depending on applications. Node positions of a WSN for industrial or health monitoring application are determined beforehand. On the other hand, nodes of a WSN for disaster monitoring are deployed in an ad hoc manner. Coverage and connectivity are among the important considerations in making deployment decisions.

1) **Fuzzy Logic:** Fuzzy logic has been proposed for deployment in [52]. This technique assumes that the area to be monitored by a sensor network is divided into a square grid of subareas, each having its own terrain profile and a level of required surveillance (therefore, its own path loss model and required path loss threshold). The proposed technique uses fuzzy logic to determine the number of sensors $n(i)$ necessary to be scattered in a subarea $i$. For a sub-area $i$, path loss $PL(i)$ and threshold path loss $PL_{TH}$ are normalized on a scale 0 to
The article shows that the fuzzy deployment achieves a significant improvement in terms of worst case coverage in comparison to uniform deployment.

2) **Evolutionary Algorithms**: A decision support system based on coarse grain decomposition GA is proposed in [53]. The decision support system is meant for the use of a process engineer who interacts with it to determine optimal sensor network design as outlined in Figure 6.

The process engineer introduces information about the process under stationary operating conditions through a rigorous module called model generator, which involves linear functionalities and non-linear equations. Then the engineer chooses the initial sensor network from the candidates. The chosen configuration undergoes observability analysis which determines which of the unmeasured variables are observable. Based on the results, the engineer decides whether the information achieved from the configuration is satisfactory or not. If not, the sensor network needs to be improved by adding more instruments before the analysis is repeated. Traditionally, the analysis begins from an initial sensor network with a few instruments chosen by the process engineer based on his/her skills and experience. Then, an iterative process takes place; the process engineer runs the tools in the decision support system and refines the configuration until satisfactory instrumentation is achieved. In the case of complex industrial processes, a complete iteration involves a great deal of expert examination and several executions of the analysis software tools. Therefore, a good initial configuration assures lesser number of iterations before the final configuration is reached. The authors propose the use of a GA to determine various initial configurations.

Each chromosome used in GA is a sequence of length $l$ which represents number of variables in the mathematical model of the network, like in 10001100. Here, a 1 represents the presence of a sensor to measure the variable at that position in the mathematical model, and $l$ is the number of variables in the mathematical model. GA uses binary tournament to select individuals to go to next generation maintaining the best up-to-the-moment individual with the elitist approach. The entire set of parents is replaced by offsprings. One-point crossover and bit-flip mutation operators are used to improve exploitation and exploration respectively. The fitness function, which GA seeks to maximize, is defined as

$$ f(i) = N_R(i) + N_{obs}(i) + 1 - N_C(i) $$

where $N_R(i)$, $N_{obs}(i)$ and $N_C(i)$ are the normalized values corresponding to the reliability, observability and cost terms, respectively. The proposed scheme is tested on a ammonia synthesis plant, where all the compositions and critical variables were set as measured. The performance of an initial sensor configuration suggested by the GA reported to be more cost effective and more reliable than the initial configuration determined by the process engineer. The initial configuration suggested by GA is reported to have achieved a cost saving of 60%, and a smaller amount of time to complete the whole observability analysis.

3) **Swarm Intelligence**:

**Sequential PSO**: A sequential form of PSO is presented for distributed placement of sensors for maritime surveillance application in [54]. Given fixed-size sets $S_{T_x}$ of $N_{T_x}$ transmitters and $S_{R_x}$ of $N_{R_x}$ receivers, the goal is to determine the optimal placement of sonar sensors so that detection coverage is maximized in a fixed volume $V$ representing a maritime region. The sequential PSO algorithm consists of selecting a sensor and subsequently optimizing its placement with respect to the other sensors (assumed fixed) using the standard PSO algorithm. The article shows that this technique
Fig. 6. The role of GA in decision support system for sensor network design can reduce the function evaluations by about 59% and calls to acoustic model procedure by about 92% and achieve about 6% better coverage compared to the standard PSO.

PSO-SinkPath: Yet another application of PSO is detailed in [55]. The goal of this study is to determine the optimal path for sink node movement across the sensor field. The article defines node throughput as the average number of data units forwarded by the sensor node in a time slot; and aggregated throughput is the overall throughput of the sensor network at a given sink node location. Further, average throughput is the average of the aggregated throughput obtained in each point along the selected path. Fitness of a particle is defined as $F = (\text{ratio} \times \text{average throughput})$, where $\text{ratio}$ is the number of sensor nodes within the communication range of sink node. The results indicate that the approach is good for sparse deployments and degrades as the number of sensors increases. However, good network coverage is achieved.

Traffic-PSO: A topological planning method based on PSO for traffic surveillance application is discussed in [56]. The study described in the article uses a large number of camera loaded sensor nodes, densely deployed over a maze of roads. Some of the nodes need to have higher transmission power. The problem here is to determine optimal allocation of high power transmitters to existing nodes such that maximum coverage is achieved at minimum cost. The concept of small world phenomenon [59] is effectively used in the study. The proposed PSO algorithm is reported to have resulted in symmetric distribution of high power transmitters, improved network performance and enormous saving in system cost.

4) Reinforcement learning: COORD, a distributed reinforcement learning based solution to achieving best coverage in a WSN is presented in [57]. The goal of the algorithm is to cooperatively find the combination of active and sleeping sensor nodes in a sensor network, which is still able to perform full covered sensing of the desired phenomena. For this the authors propose three similar approaches, all based on Q-Learning.

In COORD, nodes are individual learning agents. The actions taken are two: transferring from sleeping to active mode and back. The sensor network is divided into a rectangular grid and the goal is to cover each grid vertex by some sensors, best by exactly one. A Q-value is assigned to each grid vertex, which represents the number of sensor nodes, currently covering this vertex. The probability of choosing an action $a$ in some step is given by the Boltzmann exploration formula:

$$P(a) = \frac{e^{Q(s,a)/T}}{\sum a'e^{Q(s,a')/T}}$$

During the search for an action, the temperature $T$ is decreased in order to increase the probability of selecting the best actions. The Q-value is updated according to the standard update formula (see Section III-F). In each run of the algorithm, each node evaluates its current Q-value table with all grid vertices it covers and takes an action. After that, all nodes evaluate again their Q tables and so on.

The other two solutions are very similar and the results they show are also comparable. The authors claim that COORD performs best, but the presented measurements show clearly that all three learning based approaches perform very similar. A comparison to some state-of-the-art approach is not provided and thus the results cannot be properly evaluated. Also, a clear protocol implementation is missing, leaving open many questions about coordination and exchange of Q-values and the states of the grid vertices. However, the approach is fully distributed and can be run online if needed. Also, it shows a nice modeling work of converting a centralized problem into a distributed one and solving it with RL.

SSDP: The study reported in [58] presents a reinforcement learning based approach for service positioning
in MANET. The system is presented as a semi-Markov decision process and the optimal behavior is learned via Q-learning. The learning agent is situated together with the service provider on one of the hosts in the network and has the ability to move to other hosts. Thus, only one learning agent is present in the system (with more service providers more agents have to be deployed). The system state is given through different query-related parameters, like queries’ average hop count, number of neighboring clients, etc. The protocol is called service directory placement protocol and it can be run together with any other service discovery protocols.

B. Localization

GA and PSO based localization algorithms have been proposed recently, some of which are discussed here. The algorithms are listed in Table III.

Most WSN localization algorithms share a common feature that they estimate the location of nodes using the a priori knowledge of the positions of special nodes called beacon nodes or anchor nodes. The most intuitive solution to the localization problem is to load each node with a global positioning system. But it is not an attractive solution because of cost, size and power constraints. Typically, the nodes estimate their locations using signal propagation time or received signal strength. Signal propagation time is estimated through measurement of time of arrival, round trip time of flight or time difference of arrival of two signals. The localization is formulated as a multidimensional optimization problem, and tackled with population based CI methods such as GA and PSO.

1) Genetic Algorithm: A GA based node localization algorithm GA-Loc is presented in [60]. Each of the $N$ non-anchor nodes in the study is assumed to have ability to measure its distance form all its one-hop neighbors. GA estimates the location of node $i$ $(\hat{x}_i, \hat{y}_i)$ by minimizing the objective function $OF$ defined in (10),

$$OF = \sum_{i=1}^{N} \sum_{j \in N_i} (\hat{d}_{ij} - d_{ij})^2$$  \hspace{1cm} (10)

where $N_i$ is a set of neighbors of node $i$, $\hat{d}_{ij}$ is the estimate of the distance between node $i$ and its neighbor node $j$ and $d_{ij}$ is the measured distance between node $i$ and its neighbor node $j$.

The real number coded GA uses roulette wheel selection and three types of crossover operators order crossover, partially mapped crossover and cycle crossover. The authors present results of MATLAB simulations of different scenarios that involve 100 nodes, eight or ten anchors, and 5% or 10% Gaussian noise in distance measurement. The results show very small (less than 1%) localization error in all simulations. The algorithm seems to produce accurate localization, but involves an overhead: A central node needs to collect from all nodes their measurement of distances from all neighbors. In addition, localization results produced by GA need to be propagated back to all nodes. The algorithm has a scalability limited by computational resources in the node which runs the GA.

Two-phase localization: A two-phase centralized localization scheme that uses simulated annealing and GA is presented in [61]. The study approaches the problem in a slightly different way: it attempts to minimize a performance measure $J$ which takes a node’s distance from all its neighbors.

$$\min_{x,y} \left\{ J = \sum_{i=M+1}^{N} \sum_{j \in N} (\hat{d}_{ij} - d_{ij})^2 \right\}, d_{ij} \leq R, j \in N_i$$  \hspace{1cm} (11)

Here $d_{ij} = \sqrt{(\hat{x}_i - \hat{x}_j)^2 + (\hat{y}_i - \hat{y}_j)^2}$, $(\hat{x}_i, \hat{y}_i)$ are estimated coordinates of node $i$, $(\hat{x}_j, \hat{y}_j)$ are estimated coordinates of one hop neighbor $j$ of node $i$. $N_i$ is a set of neighbors of node $i$ and $R$ is the radio range. The study proposes two variants of the two-phase localization method. In the first phase, the initial localization is produced. The result of the first phase is modified in the second phase. Authors have used two methods, simulated annealing and GA, for the second phase. In the first phase, only the nodes with three anchor neighbors are localized. All nodes are divided into two groups: group A containing $M$ nodes with known location (in the beginning, only the anchor nodes) and group B of nodes with unknown location. In each step, node $i$, $i = M + 1, 2, \ldots, N$ from the group B is chosen. Then, the three nodes from the group A that are within the radio range of node $i$ are randomly selected. If such nodes exist, the location of node $i$ is calculated based on true inter-nodes distances between three nodes selected from group A and the measured distances between node $i$ and these three nodes. The localized node $i$ is moved to the group A. Otherwise, another node from the group B is selected and the operation is repeated. The algorithm is terminated when there are no more nodes that can be localized based on the available information.

The initial generation of GA used in the second phase has a set of nodes whose coordinates are determined in the first phase. The GA uses tournament selection, discrete recombination crossover and random mutation. Simulation results are presented. Besides, the results are compared with those obtained using semidefinite programming [65]. Both GA
and simulated annealing have shown to achieve less than 1% localization error. However, simulated annealing is shown to perform better than GA both in terms of localization error and computation time.

**Two-Phase Localization Algorithm:** Another two-phase centralized localization method that uses a combination of GA and simulated annealing algorithm proposed in [62] addresses a problem called flip ambiguity problem. It is likely that in distance-based localization, a node is not uniquely localized if its neighbors are on collinear locations. In such topology, the node can be reflected across the line that joins its neighbors while satisfying the distance constraint. The paper proposes a two-phase localization algorithm in which in the first phase, GA obtains an accurate localization estimation. In the second phase, simulated annealing algorithm refines the location estimation of only those nodes that have been wrongly localized due to flip ambiguity. The information on the number of nodes affected by flip ambiguity is collected from the neighborhood information.

The GA in the first phase uses the objective function defined in (11). Chromosomes are coded as sequences of real numbers that represent $x$ and $y$ coordinates of the nodes to be localized. Authors define a single vertex neighborhood mutation operator and a descend based arithmetic crossover operator. If a node $i$ that does belong to neighborhood of node $j$ in its localization, but still has its transmission radius $R$ less than the distance $d_{ij}$ is treated as wrongly localized. Simulated annealing algorithm used in the second phase attempts to minimize the objective function defined in (12), where $l_{ij}$ represents the measured distance between nodes $i$ and $j$.

$$
\min_{x_i,y_i} \sum_{i=1}^{M} \left( \sum_{j \in N_i} (d_{ij} - l_{ij})^2 + \sum_{\substack{j \in N_i \\text{or} \, d_{ij} < R}} (d_{ij} - R)^2 \right) \quad (12)
$$

The algorithm is reported to have outperformed the semi-definite programming algorithm in all presented simulations.

2) $SI$ (PSO): A PSO based localization scheme $PSO-Loc$ is presented in [63]. The objective of the scheme is to estimate $x$ and $y$ coordinates of $n$ nodes in a network of $m$ nodes deployed in 2-dimensional plane. The remaining $M = (m-n)$ nodes are anchor nodes. The localization problem is treated as a 2$m$-dimensional optimization problem. The base station runs PSO to minimize the objective function defined in (13).

$$
f(x,y) = \frac{1}{M} \sum_{i=1}^{M} \left( \sqrt{(x-x_i)^2 + (y-y_i)^2} - \hat{d}_i \right)^2 \quad (13)
$$

where $(x, y)$ is the node location that needs to be determined, $M \geq 3$ is the number of anchors and $(x_i, y_i)$ is the location of anchor $i$. Here $\hat{d}_i$ is the measured value of distance $d_i$ between a node and the anchor $i$, obtained under noise. The authors simulate noise as $\hat{d}_i = d_i + n_i$, where $n_i$ is a zero mean additive Gaussian variable with variance $\sigma^2_{d_i}$. In addition to $\sigma^2_{d_i}$ the density of anchor nodes affects the accuracy of localization. The paper presents MATLAB simulation results in terms of localization error versus various settings of anchor node density and noise variance. The paper compares the performance of PSO with that of a simulated annealing [66], and shows that localization error in PSO is more than halved in all experimental setups.

An extension of this work is reported in [64], which uses PSO and bacterial foraging algorithm1 for range-based distributed iterative node localization. In this approach, each node runs two-dimensional PSO (or bacterial foraging algorithm) to estimate its own $x$ and $y$ coordinates in a plane mission space. The nodes that get localized with the help from beacons act as beacons themselves in the next iteration. This approach can mitigate inaccuracies due to flip ambiguity in the sense that a node that got localized with the help of three near collinear beacons in an iteration may get more reference nodes in the next iteration. The study makes a comparison between PSO and bacterial foraging algorithms as optimization tools. PSO is reported to be faster than bacterial foraging algorithm. However, the bacterial foraging algorithm is reported to be less memory intensive and more accurate.

**C. Security**

Surprisingly, WSN security does not seem to be a fertile area for CI approaches compared with other issues. The literature has a couple of articles that use CI approaches for WSN security, one of which is discussed below. The applications available in the literature have tackled the issue of denial of service attacks at the node level. It is obvious that the nodes are resource constrained, and therefore, algorithms that involve high computational and storage burdens are not attractive. Fuzzy logic and compact NNs are among solutions discussed here, as summarized in Table IV.

**Neural Networks:** Many types of DoS attacks on WSNs have been devised. In collision attacks, attackers transmit packets regardless of status of the medium. These packets collide with data or control packets from the legitimate sensors. In unfairness attacks, adversaries transmit as many packets as possible after sensing that the medium is free. This prevents the legitimate sensors from transmitting their own packets. In exhaustion attacks, adversaries transmit abnormally large number of ready-to-send packets to normal sensor nodes, thereby exhausting their energy quickly.

Multilayered perceptron and generalized neuron-based distributed secure MAC protocols are proposed in [68], [69] respectively. In these approaches, NNs onboard WSN nodes monitor traffic variations, and compute a suspicion that an attack is underway. When the suspicion grows beyond a preset threshold, the WSN node is switched off temporarily. A node detects an attack by monitoring abnormally large variations in sensitive parameters: collision rate $R_c$ (number of collisions observed by a node per second), average waiting time $T_w$ (waiting time of a packet in MAC buffer before transmission), and arrival rate ($R_{RTS}$), rate of RTS packets received by a node successfully per second. The strategy used in both the articles is the same, but the nonlinear mapping between traffic pattern variation and suspicion factor is implemented by

---

1Bacterial foraging algorithm is a new population-based multidimensional optimization approach that mimics foraging behavior of *E. coli* bacteria that live in human stomach [67].
different types of NNs in these articles. MLP and generalized neuron are trained using PSO.

These distributed methods ensure that only the part of the WSN under attack is shut down, which is an advantage. Besides, these methods have been reported to be quite effective against DoS attacks, but the effectiveness depends on the value of the threshold suspicion. If the traffic variation under normalcy is unpredictable, then these methods are likely to generate false alarms, which may shut down a node when an important event occurs in the environment.

**Fuzzy Logic:** In the study presented in [70], the probability that a denial of service attack has been perpetrated is estimated using a decision function that involves two parameters, which are determined using the steepest gradient descent algorithm. A fuzzy logic approach towards secure media access control is presented by the same authors in [71] for enhanced immunity to collision, unfairness and exhaustion attacks. The study aims at detecting and counteracting DoS attacks from adversaries through innovative use of fuzzy logic on each node in the network.

In the proposed algorithm, values that represent $R_c$ and $R_{RTS}$ are categorized into 2 levels, high and low, and values that represent $T_w$ are categorized into 2 levels, long and short. The result, the possibility that an attack is detected, is divided into 5 levels: very low, low, moderate, high and very high. From 3 variables in 2 classes, $2^3 (=8)$ rules are formed. The study uses OPNET to simulate a network of 30 sensor nodes having a constant energy deployed randomly in an area of 1 km $\times$ 1 km. Each attack is launched alone for a random duration. Performance of the proposed protocol is compared with that of CSMA/CA. The results show that the former protocol offers a 25% increase in successful data packet transmission, 5% less energy consumption per packet. In each attack, the proposed protocol extends first node death time in the network by over 100% as compared to CSMA/CA.

### V. Energy Aware Routing and Clustering

A list of the CI based approaches for energy aware routing presented here is given in Table V. A survey and guide of RL routing approaches for telecommunication networks was performed in [72] and a networking perspective of machine learning for wireless sensor networks is presented in [73].

Different approaches have been taken by different researchers for energy aware routing. All-in-one distributed real-time algorithms have proved to work well under WSN-specific requirements like communication failures, changing topologies and mobility. Such approaches are usually based on RL, SI or NNs. However, these algorithms have different properties, which need to be considered depending on the application and deployment scenario. For example, ant-based routing is a very flexible algorithm, but generates a lot of additional traffic because of the forward and backward ants that move through the network. In a WSN scenario, this overhead has to be carefully considered and compared to that in other protocols, which may not provide a very flexible routing scheme, but a lower overhead. RL algorithms have proved to work very well for routing and can be implemented at nearly no additional costs. They should be the first choice when looking for a flexible and low-cost routing paradigm.

On the other hand, algorithms which require an offline learning phase, like GAs or offline NNs, can neither cope with changing properties of the network, nor provide an energy efficient routing scheme. They require very high costs of gathering first the relevant data on a base station, then calculating the routing tree and then disseminating the tree roles to the nodes. Communication failures cannot be considered and in case of a topology change the whole procedure has to be started from the beginning.

1) **Neural Networks:** A QoS driven routing algorithm called sensor intelligence routing (SIR), is presented in [74] for automatic reading of public utility meters. The study utilizes a NN in every node to manage the routes for data flow. A modification over Dijkstra algorithm proposed in the article finds minimum cost paths from base station to every node. The edge cost parameter between a pair of nodes $w_{ij}$ is determined in each node by a self organizing map, based on QoS parameters latency, error rate, duty cycle and throughput. Each node pings each of its neighbors to find out the quality of link. First layer of SOM has 4 neurons and the second layer has 12 neurons in a $3 \times 4$ matrix. Inputs to the SOM are latency, throughput, error-rate, and duty-cycle. The samples presented as inputs to the SOM form groups in such a way that all the samples in a group have similar characteristics. This gives a map formed by clusters, where every cluster corresponds with a specific QoS and is assigned a neuron of the output layer. After a node has collected a set of input samples, it runs the winning neuron election algorithm. After the winning neuron is elected, the node uses the output function to assign a QoS estimation. QoS is obtained in the samples allocated in the cluster, a value between 0 and 10 is assumed. The highest assignment corresponds to scenario in which the link measured has the worst QoS predicted. Lowest assignment corresponds to scenario in which the link measured has the best QoS predicted. Performance of SIR is compared with that of energy aware routing and directed diffusion. Two case studies are discussed, one with an assumption of all healthy nodes, and the other with 20% failed nodes. In both cases, average latency and power dissipated are studied. SIR shows superior performance in all cases, especially so when the percentage of dead nodes is high. However, the approach is expensive in terms of the pings to neighboring nodes in order to learn the quality of links. Besides, implementation of a

<table>
<thead>
<tr>
<th>CI Paradigm</th>
<th>Algorithm</th>
<th>Articles</th>
<th>Simulation/Real-deployment/Overview</th>
<th>Centralized/Distributed</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN</td>
<td>MLPMAC*</td>
<td>[68]</td>
<td>Prowler Simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>GNMAC*</td>
<td>[69]</td>
<td>Prowler Simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td>Fuzzy logic</td>
<td>FS-MAC</td>
<td>[70]</td>
<td>OPNET Simulation</td>
<td>Distributed</td>
</tr>
</tbody>
</table>

*This algorithm is renamed here for easy reference.
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TABLE V
A SUMMARY OF CI APPLICATIONS FOR ENERGY AWARE ROUTING AND CLUSTERING IN WSNs SURVEYED IN SUBSECTION V

<table>
<thead>
<tr>
<th>CI Paradigm</th>
<th>Algorithm</th>
<th>Articles</th>
<th>Simulation/Real-deployment/Overview</th>
<th>Centralized/Distributed</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN</td>
<td>Sensor Intelligence Routing</td>
<td>[74]</td>
<td>OMIMPO simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>Fuzzy-Clustering</td>
<td>[75]</td>
<td>Java simulation</td>
<td>Centralized</td>
</tr>
<tr>
<td>EA</td>
<td>GA-Routing*</td>
<td>[76]</td>
<td>Java simulation</td>
<td>Centralized</td>
</tr>
<tr>
<td></td>
<td>TwoTier-GA*</td>
<td>[77]</td>
<td>Java simulation</td>
<td>Centralized</td>
</tr>
<tr>
<td></td>
<td>Energy Efficient GA Clustering *</td>
<td>[78]</td>
<td>Simulation</td>
<td>Centralized</td>
</tr>
<tr>
<td></td>
<td>Multi-objective DE</td>
<td>[79]</td>
<td>Simulation</td>
<td>Centralized</td>
</tr>
<tr>
<td>SI</td>
<td>PSO with time varying inertia weight</td>
<td>[80]</td>
<td>Simulation</td>
<td>Centralized</td>
</tr>
<tr>
<td></td>
<td>hierarchical PSO with time varying acceleration constants</td>
<td>[80]</td>
<td>Simulation</td>
<td>Centralized</td>
</tr>
<tr>
<td></td>
<td>PSO with supervisor student mode</td>
<td>[80]</td>
<td>Simulation</td>
<td>Centralized</td>
</tr>
<tr>
<td></td>
<td>Ant-based</td>
<td>[72], [81]–[83]</td>
<td>Overview</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>Collaborative Clustering</td>
<td>[84]</td>
<td>Prowler simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>Ant-Building*</td>
<td>[85]</td>
<td>Simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td>RL</td>
<td>FROMS</td>
<td>[46]</td>
<td>OMNeT++ simulation, tested</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>with MSB430 sensor nodes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Clique</td>
<td>[86]</td>
<td>OMNeT++ simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>Q-Routing</td>
<td>[45]</td>
<td>Simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>DRQ-Routing</td>
<td>[48]</td>
<td>Simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>Q-RC</td>
<td>[44]</td>
<td>Simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>RL-Flooding*</td>
<td>[87]</td>
<td>Prowler simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>TPOT-RL</td>
<td>[50]</td>
<td>Simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>SAMPLE</td>
<td>[51]</td>
<td>NS-2 simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>AdaR</td>
<td>[88]</td>
<td>Simulation</td>
<td>Centralized</td>
</tr>
<tr>
<td></td>
<td>Q-PR</td>
<td>[47]</td>
<td>Simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>Q-Fusion</td>
<td>[89]</td>
<td>Simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>RLGR</td>
<td>[90]</td>
<td>NS-2 simulation</td>
<td>Distributed</td>
</tr>
</tbody>
</table>

*This algorithm is renamed here for easy reference.

for maximizing network longevity in terms of time to first node death. The challenge here is to come up with a routing algorithm that maximizes the number of rounds before the first node dies. The GA approach proposed here generates aggregation trees, which span all the sensor nodes. Although the best aggregation tree is the most efficient path in the network, continuous use of this path would lead to failure of a few nodes earlier than others. The goal of this study is to find an aggregation tree, and the number of times a particular tree is used before the next tree comes in force.

A gene represents a s bit number that denotes the frequency and a chromosome contains k genes, each representing a spanning tree. Chromosome length is s × k bits.

Simulation results show that GA gives better lifetime than the single best tree algorithm, and GA gives the same lifetime as the cluster based maximum lifetime data aggregation algorithm [92] for small network sizes. However, the algorithm is centralized and the cost of disseminating the optimal routing paths to the nodes is not considered.

Two-Tier GA: Another application of GA for maximum lifetime routing for a two-tier network is presented in [77]. In a two tier sensor network, a few sensor nodes having higher power levels act as cluster heads. If a cluster head fails due to loss of power, the whole cluster ceases to operate. This influences load on the existing nodes, causing them to deplete their power quickly. Flow-splitting type of routing algorithms are used in such eventuality. The approach discussed in the article uses GA determine a non-flow-splitting routing strategy.

A chromosome is represented as a string of node numbers for a particular routing scheme. Length of chromosome is equal to number of relay nodes. Selection of individuals is carried out by using Roulette-Wheel selection method.
Uniform crossover is used with swapping probability of 0.5. The node in the chromosome, which dissipates maximum energy is selected as critical node. Destination of critical node is changed to a randomly selected node. Average life time extension of 200% is observed in comparison to the networks that use minimum transmission energy model and minimum hop routing model discussed in [93] and [94] respectively.

Energy Efficient GA Clustering: Another application of GA in energy efficient clustering is described in [78]. The proposed GA represents the sensor nodes as bits of chromosomes, cluster heads as 1 and ordinary nodes as 0. The number of bits in a chromosome is equal to the number of nodes. Fitness of each chromosome is computed as

$$F = \sum_{i} \alpha(w_i, f_i) \forall f_i \in \{C, D, E, SD, T\}$$  \hspace{1cm} (14)

where $C$ represents sums of distances of nodes to cluster heads, and distance from cluster head to the sink:

$$C = \sum_{i=1}^{k} d_{ih} + d_{hs}$$  \hspace{1cm} (15)

$D$ represents sums of distances from cluster heads from sink nodes:

$$D = \sum_{i=1}^{m} d_{is}$$  \hspace{1cm} (16)

$SD$ represents the standard deviation of cluster distances, where $\mu$ is the average of cluster distances; and

$$SD = \sqrt{\frac{1}{h} \sum_{i=1}^{h} (\mu - d_{\text{cluster}_i})^2}$$  \hspace{1cm} (17)

$E$ represents the energy consumed in transferring aggregated message from the cluster to the sink.

$$E = \sum_{j=1}^{k} E_{T_{jh}} + k \cdot E_R + E_{Ths}$$  \hspace{1cm} (18)

Initially, weights are assigned arbitrary weights $w_i$, and then weights are updated as

$$w_i = w_{i-1} + c_i \cdot \Delta f_i$$  \hspace{1cm} (19)

where $\Delta f_i = f_i - f_{i-1}$ and $c_i = \frac{1}{1 + e^{-\gamma \cdot \Delta f_i}}$. The results show that the GA approach possesses better energy efficiency than do hierarchical cluster based routing and LEACH. However, with GA, there is an overhead of gathering critical information about the whole network on a base station before determining the clusters.

There are also some other similar ideas based on GAs, where a base station computes the optimal routing, aggregation or clustering scheme for a network based on the information about full topology, remaining energy on the nodes etc. Such algorithms are only feasible if the network is expected to have a static topology, perfect communication, symmetric links and constant energy. Under these restrictions, a centrally computed routing or aggregation tree makes sense and is probably easier to implement. However, these properties stay in full conflict with the nature of WSNs.

Multi-objective DE: The study presented in [79] proposes a multi-objective differential evolution algorithm to determine a set of Pareto optimal routes with respect to energy consumption, latency and channel capacity for single and multipath routing problems\(^2\). Multi-objective differential evolution produces multiple candidate routes that represent different possible tradeoff between energy consumption and latency for a communication in completely connected network, in which each node knows precise location of every other node.

A chromosome in multi-objective DE consists of a sequence of network node IDs with the source node in the first locus and the destination node in the last locus. Each parent $p_i$ in the population undergoes a reproduction operation to produce an offspring $p'_i$ according to

$$p'_i = \gamma \cdot p_{\text{best}} + (1 - \gamma) \cdot p_i + F \cdot \sum_{k=1}^{K} (p_{ik} - p_{ik}')$$  \hspace{1cm} (20)

where $p_{\text{best}}$ is the best individual in the parent population, $\gamma$ represents greediness of the operator, and $K$ is the number of perturbation vectors, $F$ is the scale factor of the perturbation, $p_{ik}$ and $p_{ik}'$ are randomly selected distinct individual pairs in the parent population, and $p'_i$ is the offspring that is generated; $\gamma$, $K$, and $F$ are the parameters associated with the algorithm. The whole population is divided into multiple ranks based on the Pareto optimality concept. All parents and their offspring compete for entering into the next generation based on their ranks and the crowd distance metric $\sigma_{\text{crowd}}$, which indicates similarity of solutions within the same rank. In discrete version used in the article, three probabilities: greedy probability $p_g$, mutation probability $p_m$, and perturbation probability $p_p$ are introduced.

The article presents simulation results, which demonstrate the ability of multi-objective DE to come up with a Pareto front of multiple routes between a given source and destination. At one extreme of the Pareto front exists the route that has minimum latency but maximum energy requirement. At the other, exists the route that requires minimum energy but involves maximum latency. Again, the major weakness of the approach is the necessity of the global view of the network at the base station in order to compute distances between its nodes.

4) Swarm Intelligence: Four variants of PSO, namely PSO with time varying inertia weight, PSO with time varying acceleration constants, hierarchical PSO with time varying acceleration constants and PSO with supervisor student mode, are proposed for energy aware clustering in [80]. In PSO with time varying inertia weight, the inertia weight $w$ is decreased linearly from 0.9 in first iteration to 0.4 in the last iteration. In PSO with time varying acceleration constants, inertia weight is set constant, and acceleration constants $c_1$ and $c_2$ are varied linearly from 2.5 to 0.5 in every iteration. Therefore, particles move towards the solution in large steps initially, and the step size reduces in every iteration.

\(^2\)In Economics, Pareto optimality is a situation that exists when economic resources and output have been allocated in such a way that no-one can be made better off without sacrificing the well-being of at least one person.
In hierarchical PSO with time varying acceleration constants method, the particle update is not influenced by the velocity in previous iteration. Thus, re-initialization of velocity is done when the velocity stagnates in the search space. Therefore, a new set of particles is automatically generated according to the behavior of the particles in the search space, until the convergence criteria are met. The re-initialization velocity is set proportional to \( V_{max} \). Lastly, in PSO student supervisor model, a new parameter called momentum factor (mc) is introduced, and the PSO update equation is modified to (21).

\[
x_{i}^{k+1} = (1 - mc) \cdot x_{i}^{k} + mc \cdot v_{i}^{k+1}
\]

PSO assigns \( n_j \) nodes to each of the \( k \) cluster heads, \( j = 1, 2, \ldots, k \) such that the total energy loss due to physical distances \( E_{dd} \) is minimum. This is defined in (22), where \( D_{j} \) is the distance between cluster head \( j \) and the sink.

\[
F = \sum_{j=1}^{k} \sum_{i=1}^{n_j} (d_{ij}^2 + D_{j}^2) / n_j
\]

Clustering is based on a simple idea that for a group of nodes that lie in a neighborhood, the node closest to the base station becomes the cluster head. The approach has a drawback: Clustering depends solely on physical distribution of nodes, but not on energy available to the nodes. The article reports two case studies; in the first, nodes have a fixed transmission range and in the second, nodes do not have any range restrictions. A detailed comparative analysis of the algorithms for optimal clustering is presented in [80]. The results show that PSO with time varying inertia weights performs better in the first case study, and PSO with student supervisor model in the second.

**Ant-based approaches:** Biologically inspired techniques like SI are popular tools used by researchers to address the issue of energy aware routing.

Introductions to ant inspired algorithms and brief overviews of ant-based routing methods in WSNs are given in [82] and [83]. The study presented in [83] investigates ant-based and genetic approaches and the associated techniques for energy aware routing in WSNs. The article presents a mathematical theory of the biological computations in the context of WSNs, and a generalized routing framework in WSNs. An overview of emerging research directions is presented within the biologically computational framework. A survey of adaptive routing methods based on SI is given in [81] and in [72].

**Collaborative Clustering Algorithm:** In many applications, mere number of living nodes does not represent the effectiveness of the network. For example, a network that has lost a quarter of its nodes from one quadrant is less effective than the network that has lost a quarter of its nodes from the whole area uniformly. Article [84] defines a new parameter for evaluating longevity of wireless sensor networks. The parameter is called **Effectiveness**, and [84] defines it as in (23). The network longevity is defined as the time for which the network **Effectiveness** is equal to or greater than 70%.

**Effectiveness** = \[
\sqrt{\frac{\text{Area Covered} \times \text{Surviving Nodes}}{\text{Total Area} \times \text{Total Nodes}}}
\] (23)

Biological soldier ants that have the support of other soldier ants are found to be more aggressive in nature. An ant is observed to exhibit higher eagerness to fight when it is amidst strong ants. This fact inspires the collaborative clustering algorithm for wireless sensor network longevity that possesses good scalability and adaptability features. Here, each node has an **Eagerness** value to perform an operation, which is defined as

\[
\text{Eagerness} = BC_{self} + \frac{1}{10} \sum_{i=1}^{N} BC(i)
\] (24)

where \( BC_{self} \) is the battery capacity of the node, \( N \) is the number of neighbors the node has, and \( BC(i) \) is the battery capacity of \( i^{th} \) neighbor. At a regular periodicity, each node computes its **Eagerness** value and broadcasts over the network. The node that has highest **Eagerness** value decides to act as a cluster head, and the other nodes accept it. The cluster head floods the new clustering information, which helps other nodes to readjust their power levels just enough for them to transmit to the cluster head.

The method assures that only the nodes that have sufficient energy in their reservoir, and have strong neighbors, opt to become cluster heads. The algorithm has overheads due to the fact that each node has to flood its **Eagerness** every now and then. In addition, the traffic of packets might flow away from a sink node just because a node in that direction has higher **Eagerness**. Thus, the algorithm is sub-optimal in terms of minimizing energy of the individual nodes, but optimal in terms of making effective use of the energy available to the whole network.

Results of several case studies conducted on MATLAB-based PROWLER simulator are presented. A case study differs from another in terms of the standard deviation in distribution of the initial energy to the nodes. The network with initial energy varying between 1500 mAh to 2400 mAh that uses the proposed algorithm is reported to have over 26% more network life compared to the network without such a clustering scheme. However, the algorithm needs to be evaluated under realistic conditions like link failures and packet loss, which could affect its work significantly.

**AntBuilding:** Article [85] presents an ant-system based approach for routing in a WSN installed in a building. The authors use software agents as ants in the network, which try out different routes from the source to the destination and, after completing a full tour, return to the source and update the transition probabilities (pheromone levels) on all intermediate nodes. The approach is very similar to AntHocNet [95], and as every other swarm-based one, is fully distributed and is well suited for networks. However, the returning ants in the network create unnecessary overhead for a sensor network.

5) **Reinforcement Learning:** One of the fundamental and earliest works in packet routing using machine learning techniques is Q-Routing [45]. The authors describe a very simple, Q-learning based algorithm, which learns the best paths considering the least latency to the destinations.

A Q-value is assigned to each pair (sink,neighbor) at all nodes, which is the estimation of how much time the packet will travel to the sink taking this particular next step (including
packet queues). Upon sending a packet to some neighbor, a node immediately receives a reward from it, namely the minimum time this neighbor needs to forward the packet to the sink:

\[ t = \min_{z \in \text{neighbors of } y} Q_p(d, z) \]  

(25)

The new estimate of the remaining time is updated according to:

\[ \Delta Q_x(d, y) = \eta (q + s + t - Q_x(d, y)) \]  

(26)

where \( \eta \) is the learning rate, \( q \) is the units of time the packet has to spend in the queue of the current node \( x \), and \( s \) is the time for transmission between nodes \( x \) and \( y \).

Simulations proved the algorithm to be highly efficient under high network loads and to perform also well under changing network topology. Although the approach was developed for wired, packet-switched networks, it can be easily applied to wireless networks and is especially well suited for WSNs, since it uses only locally available information at the nodes and is fully distributed.

**DRQ-Routing**: DRQ-Routing [48] is based on Q-Routing and uses the same WSN application scenario: routing packets from a source to a sink, while minimizing delivery time of the packets. However, the authors use dual reinforcement learning (See Section III-F). Thus, learning converges faster and the protocol shows better performance. The approach is again fully distributed and uses only local information and feedback appended to packets from neighboring nodes. However, its communication cost is slightly increased by the backward rewards, compared to Q-Routing.

**Q-RC**: Q-RC (Q-Routing with Compression) [44] presents a routing protocol, where the goal is to aggregate the source packets as early as possible in the path, compress them and send to a single sink (See Figure 7, taken from [44]). Again, agents are the sensor nodes and the actions are the possible forwarding options to different neighbors. A q-value is associated with each forwarding option and the one with the highest q-value is considered the best. The q-values are initialized according to:

\[ Q(a_u) = \beta Q_1(a_u) + (1 - \beta) Q_2(a_u) \]  

(27)

where \( Q_1(a_u) \) is the evaluation of making progress to the sink and \( Q_2(a_u) \) is the contribution of achieving a good data aggregation. The second part is updated according to incoming rewards, the first part if fixed and pre-known. \( \beta \) is the weighting parameter. Update of the q-values is done according to the standard Q-learning algorithm (See Section III-F). The rewards are calculated with:

\[ R = \rho p + \max_{a} q_{u,a} \]  

(28)

where \( \rho \) is compression rate achieved from \( p \) number of packets at agent \( u \). The exploration strategy is the well known \( \epsilon \)-greedy.

Results presented include convergence speed and total energy expenditure compared to minimum hop-based routing. The performance is unfortunately not compared to other state-of-the-art protocols and thus it stays unclear how the increased costs of exploration affect the total performance of the system. However, the work is well modeled and presented and the algorithm is simple, elegant and very efficient. Beside this, it can be easily adjusted to accommodate other cost metrics and thus achieve completely different system goals.

The best compression path is learned by Q-learning. The approach is fully distributed and can be applied easily to similar routing problems. However, the protocol is somewhat premature, since it gives no communication details, nor an implementation for exchanging the rewards.

An additional improvement of Q-RC is presented in [96], where instead of pre-setting the parameters of the learning algorithm, a Bayesian exploration strategy is used. For this, a new metric is introduced, the value-of-perfect-information and the actions are selected such that the expectation of the q-values and value-of-perfect-information are maximized. To calculate value-of-perfect-information, three values need to be stored at each node: (1) its Manhattan distance from the sink, (2) its residual energy and (3) the number of previous aggregated transmissions. The calculation of the immediate reward changes accordingly. Simulation results show that the cumulated reward during the learning phase of the protocol more than doubles, thus speeding up the convergence.

The paper presents an idea, which can be applied to all other RL-based algorithms, which need parameter pre-setting and should be further explored and refined.

**AdaR**: Yet another Q-Learning based routing mechanism is presented in [88]. It uses an offline learning procedure, based on Q-learning and claims to learn the routing value function faster than traditional Q-Learning. The setting is similar to those presented above: many source nodes are sending data to a single base station. The algorithm takes into account the aggregation ratio, the residual energy on the nodes, the hop cost to the base station and the link reliability between the nodes.

The algorithm runs in learning episodes. The learning agents are again the nodes and Q-values are assigned to each possible next hop at each node. During each episode, the current Q values are used to route a packet to the base station. At each hop, the full hop information is appended to the packet (residual energy, rewards, etc.). Rewards are generated either at the base station or at intermediate nodes, if some routing threshold is exceeded. When the base station has enough such packets (undefined how many), it calculates the Q values.
offline for the nodes in the network and disseminates them via a network-wide broadcast.

The approach has some useful properties, like taking into account more than only one routing cost metric. However, it shows also a number of drawbacks. The result section unfortunately tries to evaluate the protocol only in terms of how many such packets are needed to find the end policy compared to a traditional Q-learning protocol. However, in a real world scenario and implementation, the protocol is hard to implement and maintain: a lot of additional communication cost is incurred through the new Q-values broadcasts; the protocol is hardly scalable because of the growing size of the packet at each hop; in case of a link failure or node mobility, a new round of additional communication has to start to find the new optimal policy. Not less important is the non-distributed manner of learning of the algorithm, which is very different from traditional RL approaches - it needs a whole set of samples (packets) to offline calculate the optimal policy.

**RL-Flooding**: [87] is a constrained flooding routing technique, able to handle very dynamic WSN environments. Its basic idea consists of learning the costs to the single sink at each node in the network by using Q-Learning (very similar to the above proposed approaches). The costs can be defined as any metric based on hops, remaining energy on the nodes, energy required to reach the sink, etc. However, instead of using the single best route to route the packet, RL-Flooding allows all neighbors, whose cost to the sink is not greater than that of the last hop to forward the node. This makes the routing very flexible and the data delivery very fast and reliable. However, in more static and reliable environments it causes a lot of additional communication overhead.

**Q-Fusion**: A Q-Learning based routing protocol with somewhat different goal is presented in [89], where sensing nodes disseminate data tuples from military target detection applications to interested nodes. However, sinks or interested nodes are defined as forwarding nodes, able to fuse the data about some detected event $e_i$. The authors apply a Q-Learning technique, where the rewards (feedbacks) are defined for a data packet $e_i$ as:

\[
reward = \begin{cases} 
1 & \text{if } b \text{ is a sink for } e_i \\
0 & \text{if no reward arrived} \\
\max_{n_b} Q^{t-1}(b) & \text{otherwise} 
\end{cases} 
\]  

where $b$ is the rewarding node with its Q-values at time $t - 1$ with its neighbors $n_b$. Thus, the best fusion walks through the network are learnt, until the data packet reaches its TTL. There is no traditional sense of sinks or destinations in this application and it shows again the broad applicability of RL based techniques for learning any distributed goals in a network at nearly no communication overhead.

**Q-PR**: Q-Probabilistic Routing [47] is another variation of Q-Routing, where a geographic-based routing protocol is implemented for routing data from single source to a single sink. In each step of the algorithm to the sink a subset of neighboring nodes is selected to forward the packet. A complex coordination algorithm is implemented to make sure that even under highly lossy links the message is forwarded. The underlying approach is though based on Q-Learning, where the best neighbors are learnt through experience (in terms of geographic progress and residual energy). Compared to a non-RL based geographic routing protocol, Q-PR shows very good results, especially in terms of delivery rate.

**RLGR**: Another geographic-based routing protocol for WSNs based on reinforcement learning is RLGR [90]. The authors use RL to learn the best next hop to reach a single sink in a network, using a reward function which includes besides the traditional geographic progress to the sink also remaining energy on the nodes and automatic avoidance of void areas:

\[
reward = \begin{cases} 
R & \text{if next hop is not sink} \\
R_C & \text{if next hop is sink} \\
-R_D & \text{if cannot find next hop (void area)} \\
-R_E & \text{if next hop has very low energy} 
\end{cases} 
\]  

where $R = \beta \frac{\gamma}{\operatorname{ceil}(\gamma)} + (1 - \beta) \frac{E_{\text{remaining}}}{E_{\text{max}}}$. Here the first term $R$ combines normalized progress to the sink with normalized remaining energy; and the other three terms manage special cases. The protocol has been compared in simulation to GPSR, a well-known geographic based routing protocol for WSNs and has achieved very good results in terms of energy spreading and routing costs.

**TPOT-RL-Routing**: The authors of TPOT-RL (see Section III-F) have applied their algorithm to packet routing in a network in [50]. TPOT-RL should be usually used when many agents act as a team and have to learn to cooperate in some task, without really knowing what the others are actually doing. The goal of the paper is a proof-of-concept of the wide applicability of the algorithm rather than developing a high-performance routing protocol and thus does not provide any comparison to other approaches. Besides this, although application to network routing is possible, it is not the best representation of the problem for two reasons: first, it presents the network as one system with a large number of possible states, and second, it assumes that additionally for every packet sent to the sink, a backward packet is sent also back to the sender to compute how many hops it traveled and thus to derive some reward to the learning agent. Both assumptions are valid, but do not optimally use the properties of a network (wired or not).

**SAMPLE**: Collaborative RL (see Section III-F) is defined and applied to optimal routing in a mobile ad hoc network in [51]. The approach learns the optimal routing policy through feedback among agents, using Boltzmann exploration strategy. A routing protocol is implemented on top of collaborative RL, called SAMPLE, and tested in different network topologies with various mobility. The approach is fully distributed and the implementation is feasible also for WSNs, since all routing information is sent together with the data packets.

**FROMS**: An energy-aware multicast routing protocol based on Q-Learning called FROMS is presented in [46]. Its goal is to minimize the energy spent in a network, while delivering packets to many sinks simultaneously. The idea is based on an optimal broadcast Steiner tree, where a minimum number of broadcasts are needed to deliver one packet from an independent source to all sinks.
Each sensor node is a learning agent, which learns the best hop costs to any combination of sinks in the network. Actions are possible next hop(s) for routing the packet towards the sinks. An important property of the learning mechanism is the separation of the possible actions into actions and sub-actions: a sub-action involves only one neighboring sensor, while a complete action involves the sub-actions to many neighboring sensors, so that the full desired set of sinks is reached. For more examples and details of this mechanism, please refer to the original paper.

The Q-values of the sub-actions are initialized based on the individual hop counts to each of the sinks, which are disseminated during an announcement message from each sink. This initial value is an upper bound estimate of the real costs:

$$Q(a_i) = \left( \sum_{d \in D_i} \text{hops}_{d_i} \right) - 2(|D_i| - 1)$$

where $D_i$ are the targeted destinations. The Q-values of the complete actions are a sum of the Q values of the involved neighbors. At each step of the algorithm, a forwarding node selects an action to reach the desired set of destinations. This can be done greedily, randomly or uniformly and is referred to as the exploration strategy. Before broadcasting the packet to all the neighbors, the forwarding node also includes its best Q-value for this set of destinations, thus giving reward to its neighbors. When receiving a packet from a neighbor, a node has two procedures to follow: to compute its new Q-value given the included reward and to forward the packet, if applicable. Updating of the Q-values is done according to:

$$Q'_{\text{new}}(a_i) = Q_{\text{old}}(a_i) + \alpha (R(a_i) - Q_{\text{old}}(a_i))$$

where the reward is computed as

$$R(a_i) = c_a + \min_{\text{other sinks}} Q(a)$$

Simulation results show that FROMS performs well even in case of mobility or node failure and is able to achieve up to 25% energy savings, compared to a simple Directed Diffusion multicast approach. The exploration strategy, the initialization of the Q-values, as well as an eventual exploration stop greatly influence the properties of the protocol and its performance. Basically it can be tuned to perform best in different scenarios, but it requires deep knowledge of the protocol and some time to achieve.

Updating of the Q-values is done according to:

$$Q'_{\text{new}}(a_i) = Q_{\text{old}}(a_i) + \alpha (R(a_i) - Q_{\text{old}}(a_i))$$

where the reward is computed as

$$R(a_i) = c_a + \min_{\text{other sinks}} Q(a)$$

VI. SCHEDULING, DATA AGGREGATION AND SENSOR FUSION, AND QOS MANAGEMENT

A. Scheduling

Several aspects of scheduling in WSNs are accomplished through CI techniques like fuzzy neural network, GA, AIS, RL and hybrids of PSO and GA. Table VI summarizes some CI based solutions to scheduling in WSN discussed below.

1) Fuzzy Neural Network: A fuzzy Hopfield neural network is proposed in [97] to solve the TDMA broadcast scheduling problem in WSNs. The problem is treated as discrete energy minimization problem that is mapped into a Hopfield neural network. The objective of the broadcast scheduling problem is to find a conflict-free transmission schedule for each node in TDMA slots. The optimization criterion is to find the TDMA schedule having minimal TDMA cycle length and maximum node transmissions. The results of fuzzy Hopfield neural network are compared against methods proposed earlier, namely, state vector coloring noisy chaotic neural network [105], Hopfield neural network-GA [106] and mean field annealing [107]. TDMA frame length, channel
utilization factor, and average time delay are used as metrics for comparison. The paper portrays fuzzy Hopfield neural network’s ability to minimize TDMA frame length and maximize the channel utilization in order to achieve the lower time broadcast delay. However, the paper compares the performance of fuzzy Hopfield neural network with those of other NN-based techniques reported earlier, but not the traditional scheduling methods. Moreover, the paper does take into account computational overheads.

2) Evolutionary Algorithms: GA is employed effectively in communication scheduling to minimize the effects of bio-heating from tissue implanted bio-sensor network in [98]. Tissues are sensitive to increase in temperature resulting from normal operation of sensor nodes. The cluster heads that transmit more frequently, or those at higher power level are likely to cause more damage to tissues. Therefore, it is necessary to rotate cluster head allocation in order to minimize thermal effects. The algorithm GA Thermal Effect reported in [98] uses GA for fast computation of optimal rotation sequence based on a parameter called temperature increase potential. It is assumed that all sensors are surgically implanted, and the base station uses the knowledge of precise locations of all sensors to compute cluster head rotation sequences. The study uses a rotation sequence as a chromosome. GA uses order crossover in which individuals are randomly chosen for mating, and offspring are produced by swapping randomly selected segments of parent’s chromosomes. Mutation is performed by swapping two randomly selected positions in a chromosome sequence. Roulette wheel selection is used. The paper presents a comparison of the time taken to determine a minimum temperature leadership rotation sequence by GA and other methods that use finite-difference time-domain approach. It is shown that the GA is several orders faster than the other methods.

Dynamic Alliance GA: A dynamic alliance model based on GA is proposed for sleep scheduling of nodes in a randomly deployed large scale WSN in [99]. Such networks deploy a large number of redundant nodes for better coverage, and how to manage the combination of nodes for a prolonged network operation is a major problem. The scheme proposed in the article divides the network life into rounds. In each round, a set of nodes is kept active (this set is referred to as a dynamic alliance) and the rest of the nodes are put in sleep mode. It is ensured that the set of active nodes has adequate coverage and connectivity. When some of the active nodes die, blind spots appear. At this time, all nodes are woken up for a decision on the next set of nodes to remain active in the next round. This is clearly a multi-objective optimization problem. The first objective is to minimize the overall energy consumption of the dynamic alliance, and the second objective is to minimize the number of the nodes in the dynamic alliance.

For a random deployment of $N$ nodes, chromosomes in the proposed GA are $N$-bit binary strings in which a binary 1 in position $k$ represents that the node $k$ is a part of the current dynamic alliance. Fitness function is obtained by goal programming 3. GA uses roulette wheel selection, and a two-point crossover with a cross over probability $P_c$ such that $0.6 \leq P_c \leq 1$. Mutation is performed by flipping of a random bit with a probability of $P_m = 0.34$. The best ten individuals of a generation and their ten best offsprings go the next generation. When the change in fitness of consecutive generations converges within 0.01%, the GA is stopped.

The article presents simulations results on a random deployment of a 40-node network in an area of $100 \times 100$ m². However, although the algorithm works with random deployments, gathering the topology information on a single base station is critical and non-feasible in a realistic scenario.

Active Interval Scheduling: A scheduling problem called the active interval scheduling problem in hierarchical WSNs for long-term periodical monitoring is introduced in [100], and an approach based on compact GA is proposed as a solution thereto. A hierarchical sensor network has its nodes partitioned into several clusters, each controlled by a local control center. Each local control center collects detection results from nodes in its cluster, and forwards the same to a global control center. The sensing operation is divided into sensing slots. In each slot, all nodes in a cluster wake up at a preset time, record and broadcast sensor data, and go to sleep at a preset time decided by the local control center. Length of time for which the nodes remain active is called active interval. The active times of neighboring clusters have to be mutually exclusive, otherwise communication in one cluster interferes with that in another. The length of the active interval should be minimum in order to save power, but is should be long enough to give all sensor nodes a chance to transmit their data.

Article [100] uses compact GA to determine the active interval for each cluster in the network depending on the number of nodes in the cluster. Length of the active interval is taken as the fitness function that GA seeks to minimize. The GA chromosomes represent schedules.

3Goal programming is a technique used by decision-makers to solve multi-objectives decision-making problems to find a set of satisfying solutions [108].

<table>
<thead>
<tr>
<th>CI Paradigm</th>
<th>Algorithm</th>
<th>Articles</th>
<th>Simulation/Real-deployment/Overview</th>
<th>Centralized/Distributed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy neural network</td>
<td>FHNN-Scheduling*</td>
<td>[97]</td>
<td>Simulation</td>
<td>Centralized</td>
</tr>
<tr>
<td>EA</td>
<td>GA Thermal Effect*</td>
<td>[98]</td>
<td>Evaluation through simulation</td>
<td>Centralized</td>
</tr>
<tr>
<td></td>
<td>Dynamic Alliance-GA*</td>
<td>[99]</td>
<td>Simulation</td>
<td>Centralized</td>
</tr>
<tr>
<td></td>
<td>Active Interval Scheduling</td>
<td>[100]</td>
<td>Simulation</td>
<td>Centralized</td>
</tr>
<tr>
<td>AISs</td>
<td>Immune Based Scheduling*</td>
<td>[101]</td>
<td>Simulation</td>
<td>Centralized</td>
</tr>
<tr>
<td>RL</td>
<td>Actor-Critic RL-MAC</td>
<td>[102]</td>
<td>Simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>RL-MAC</td>
<td>[103]</td>
<td>NS-2 simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>A Hybrid of PSO and GA GA-PSO*</td>
<td>[104]</td>
<td>Simulation</td>
<td>Centralized</td>
</tr>
</tbody>
</table>

*This algorithm is renamed here for easy reference.
Appropriate competition operator and cross over operator are defined. Comparison between the results of compact GA and those of two greedy interval scheduling algorithms proposed by the same authors in [109] are presented. GA is shown to produce schedules having lesser time costs, which means lesser power consumed.

3) Artificial Immune Systems: An immune system based node scheduling scheme is presented for power minimization and collision preemption in [101]. The objectives of the scheme are to optimize the route of each hop of \( N \) nodes to minimize power consumed, and to order the nodes in path ensuring collision free propagation. In the proposed method, antigen (problem domain) is represented as sets of \( A(i), i=1,2,...,N \), where \( i \) denotes serial number of a node, and \( A(i) \) denotes its index. Antibody (solution space), is represented using array codes. The code length of antibody \( A \) and \( L \), path ensuring collision free propagation. In the proposed

Each row denotes the set of \( B_j(i) \), which is the code of the \( i \)th node on the route from \( j \)th source to the sink. Therefore, routes from \( N \) nodes to the sink consist of an array of length \( N \times L \). Chromosomes are randomly initialized. Crossover and aberrance are the two immune operators defined. Crossover swaps two selected chromosomes, while the aberrance operator selects a node and makes a variation ensuring that all required conditions are met. This method is reported to outperform direct, multi-hop, static clustering and LEACH schemes.

4) Reinforcement Learning: Actor Critic Algorithm, a near optimal point-to-point communication framework based on RL, is presented in [102]. The goal of the algorithm is to maximize throughput per total consumed energy in a sensor network, based on node-to-node communication. Given its current buffer size and last channel transmission gain, the node decides the best modulation level and transmission power to maximize the total throughput per consumed energy. For this, the authors use the standard RL algorithm and test their algorithm on a two-node and multi-node scenarios. Unfortunately no comparison to other state-of-the-art protocols is presented in order to evaluate the gain of the RL algorithm.

RL-MAC: [103] applies reinforcement learning to adjust the sleeping schedule of a MAC protocol in a WSN setting. The MAC protocol is very similar to the other WSN MAC protocols like S-MAC or T-MAC. It divides the time into frames and the frames into slots, where each node is allowed to transmit messages only during its own reserved slot. However, unlike other protocols, it changes the duration of the frames and slots according to the current traffic. At the beginning of its reserved slot, the node first transmits some control information, including also a reward for the other nodes. The reward function depends on the number of waiting messages on the nodes and on the number of successfully transmitted messages during the reserved slot. It reports higher data throughput and lower energy expenditure compared to S-MAC.

5) Hybrid Algorithms: TDMA-based medium access control is a popular technique used in sensor networks because it can reduce the delay, provide real-time guarantees and save power by eliminating collisions. It is customary in such a MAC to send the node in sleep mode when there is no need of transmission. But, unnecessary state transitions between the active and sleep modes lead to wastage of energy. A multi-objective TDMA scheduling method for many-to-one sensor networks is presented in [104]. The article proposes a hybrid of PSO and GA for optimization (therefore, the name GA-PSO). The performance of the hybrid algorithm is compared to that of PSO, max-degree-first coloring algorithm and node-based scheduling algorithm. In TDMA scheduling problem, time is split into equal intervals called time slots. Each time slot accommodates a single packet between pairs of nodes in the network. The challenge here is to assign time slots to nodes so that collisions would not occur. The energy necessary in a \( N \)-node network is given by

\[
EC = \sum_{i=1}^{N} \left[ P_i^{tx} \times (t_i^{tx} - t_i^{rx}) + P_i^{rx} \times (t_i^{rx} - t_i^{tx}) \right] \tag{34}
\]

where \( P_i^{tx} \) and \( P_i^{rx} \) are power transmitted and received by the node \( i \) respectively. \( t_i^{tx} \) and \( t_i^{rx} \) are transmission and reception times at node \( i \) respectively; and \( t_i^{rx} - t_i^{tx} \) transition time between active and sleep modes respectively. The proposed hybrid optimization algorithm minimizes the objective function below.

\[
F(s) = \alpha \times EC + (1 - \alpha) \times TS \tag{35}
\]

where \( TS \) is the total number of slots under the schedule and \( \alpha \) defines the trade off between the two objectives \( EC \) and \( TS \).

A schedule is coded into a binary number using an encoding scheme. Given \( N \) tasks and each task \( i \) includes \( M_i \) hops, an individual is a sequence composed of all the task ID numbers from 0 to \( N - 1 \), where each task number \( j \) appears for \( M_i \) times. Each individual has a length of \( \sum_{i=0}^{N-1} M_i \) bits. GA uses tournament selection, one-point cross over and a two-position swap mutation. First, a random population is generated and the PSO is performed for a specific number of iterations. Then the GA is performed on the PSO-optimized population until desired performance is obtained. GA is used to get closer to the optimal solution as it is good at solving discrete problems. The results show that the schedule determined by hybrid algorithm in a 169 node, 489 link scenario 644 mJ of energy, which is marginally better than the schedules determined by max-degree-first coloring algorithm and node-based scheduling algorithm, which consumes 740 mJ and 666 mJ respectively.

B. Data Aggregation and Sensor Fusion

Some CI based solutions to data aggregation and sensor fusion problem are discussed below and summarized in Table VII. The methods capable of automatic adjustment and self-adaptation are required for intelligent fusion of information from distributed nodes in a multi-sensor network. Data aggregation and sensor fusion are addressed through GA, fuzzy logic, RL and NNS. Some of the approaches focus on determining efficient aggregation paths and others deal with fusion rules. GAs have resulted in efficient data aggregation routes in a mobile agent based WSN because of
their inherent parallel nature and ability to deal with difficult real world problems like non-homogeneous, noisy, incomplete and/or obscured information. However, these parallel search algorithms require the costs of collecting required information at a base station before determining the aggregation path for the agent. Due to its ability to converge quickly to the optimal solution, PSO proves to be a good substitute for GA. Similarly, ACO can be a good substitute for GA because of its distributed nature, which obviates collection of prior information at the base station before determining an optimal route. On the other hand, a neural network’s ability to learn and dynamically adapt to the changing scenarios makes it a natural choice for information fusion applications. Reinforcement learning has also been applied successfully for solving the optimal aggregation path problem - it is fully distributed and able to adapt quickly to topology changes or failing nodes. Many applications, especially for monitoring or predicting events, require centralized gathering of data. In such applications, a centralized approach like neural networks, GA or PSO can be successfully applied to learn the properties of the data.

1) Fuzzy Logic: A novel distributed approach based on fuzzy numbers and weighted average operators to perform an energy efficient flooding-based aggregation is proposed in [110]. In this study, each sensor node maintains an estimate of the aggregation value represented as a symmetric triangular fuzzy number. Aggregation is done at each node if either a new measurement value is locally available to the node, or if a new value is received from a neighboring node. Each node maintains a table of sensor values received from neighboring nodes. Based on the estimate, a node decides if a newly measured sensor data has to be propagated in the network or not. This reduces the number of messages transmitted, and thus reduces the energy spent. The article presents the results of experiments on a network of twelve motes that use flooding-based aggregation, deployed in an apartment to monitor temperature profile over 24 hours. The article reports a reduced number of received and transmitted messages leading to network life-time of an impressive 418 days. However, no comparison to “normal” network lifetime is provided, which complicates the interpretation of their results.

2) Evolutionary Algorithms: Article [111] gives an overview of basic and advanced concepts, models, and variants of GA in various applications in information fusion.

GAgent: The issue of data aggregation for a target detection application is addressed in [112] through mobile agent-based distributed sensor networks wherein a mobile agent selectively visits the sensors and incrementally fuses the appropriate measurement data. GA is used to determine the optimal route for the agent to traverse (thus, the name GAgent). Mobile agents are special programs that are dispatched from a source node to be executed at remote nodes. A mobile agent arrives at a remote node, gains access to services and data, collects needed information or performs certain actions, and departs with the results. The number of nodes on the route and the sequence in which they are visited by a mobile agent have an impact on energy consumed, path loss, and detection accuracy. The energy consumed and path loss need to be minimized, while the signal energy has to be maximized.

The study uses a two-level chromosome representation, where the first level stands for the sequence of nodes in the route and the second level represents presence and absence of nodes in the route, as shown in Figure 8. Reproduction operator ensures that an offspring that has better fitness than the minimum in the current population remains in the population, and the parent having minimum fitness is eliminated. Two point crossover with big crossover probability (> 0.9) is used. Two mutation points are selected randomly and the values of these two points are exchanged. In addition, two mutation points are selected randomly and the order of nodes between these two points is reversed. Several case-studies with node sizes from 200 to 1500 are made. Results are compared with those of popular heuristic algorithms local-closest-first and global-closest-first. The results show that the GA comes up routes superior to the ones determined by both the aforementioned heuristic algorithms in all case studies.

In [112], the cost of gathering the information on a central unit to compute the optimal path is not considered. This cost
does not apply to global-closest-first and local-closest-first distributed heuristic algorithms. The protocol still needs to be evaluated in a sophisticated network scenario, where all necessary costs are taken into account and compared.

GA-Stochastic Gradient and Parallel GA: GA is used in [113] and [114] to address the problem of optimal detection performance in sensor networks that have communication constraints. Both the studies consider the parallel fusion architecture in which local sensors feed their quantized decisions to a single fusion center through the medium that has a bit rate constraint. \( N \) sensors gather \( T \) measurements \( y_{n,t} \) of a state of nature \( H \) per sensor, make a local decision \( u_{n,t} \) per measurement using a mapping function \( \gamma_n \) and send local decisions to a single fusion center. The fusion center makes a binary global decision \( \tilde{H} \in \{H_0, H_1\} \) based on the collection of local decisions from all sensors. Each sensor classifies each measurement into \( L = 2^b \) classes, where \( b \) is the number of bits transmitted per measurement. The fusion center maps \( NT \) local decisions into one of the two classes \( H_0 \) and \( H_1 \) using a mapping function \( \gamma_0 \). It is assumed that each sensor has a quantizer characterized by \( L - 1 \) thresholds defined in (36).

\[
u_n = \begin{cases} 0 & \text{if } y_n \leq \lambda_{n,1} \\ 1 & \text{if } \lambda_{n,1} \leq y_n \leq \lambda_{n,2} \\ \vdots & \vdots \\ L - 1 & \text{if } y_n > \lambda_{n,L-1} \end{cases} \tag{36}
\]

Both articles [113] and [114] address the following issues:

1) Structure of the fusion rule that optimizes the detection probability \( P_e = Pr(\tilde{H} \neq H) \).

2) Tradeoff between number of sensors \( N \), number of bits per measurement \( b \) and SNR.

3) Convergence of the error decay rate as \( N \rightarrow \infty \).

In the stochastic gradient GA approach proposed in [113], fusion rules are represented in binary chromosome strings as follows: There are \( N \) sensors and each sensor classifies its measurement into \( L \) classes, a fusion rule is represented as a string of \( L^N \) bits. Each combination of local decisions is represented by a vector of \( N \) integers. Because \( L = 2^b \), a combination of local decisions is represented as a string of \( bN \) bits. The approach proposed here uses GA to search for the optimal fusion rule and a gradient-based algorithm optimizing the local thresholds. The article reports good convergence of GA to the optimal solution. However, for each solution candidate of fusion rule in GA, \( N(L-1) \) variables need to be evaluated for gradient.

In the parallel GA approach proposed in [114], GA is used to optimize both the fusion rule and the local thresholds simultaneously. Each chromosome here has a fusion rule and a set of local thresholds. Because the complex gradient calculations are not necessary, this approach has an advantage over stochastic gradient GA in terms of computational expenses. Results indicate that the parallel GA approach achieves the same detection error probability as the stochastic gradient GA does in homogeneous and heterogeneous sets of nodes, but its computational complexity is one order lesser.

3) Reinforcement Learning: As mentioned above, RL has been successfully applied to learning the best aggregation and routing path to the sink in a distributed manner, like the Q-RC protocol [44], which has been presented in Section V.

C. QoS Management

Table VIII lists the CI applications in QoS management discussed here. A holistic QoS approach has not received significant research attention, and energy efficiency has been the main QoS metric in research efforts. The existing QoS approaches are classified into "stateful" and "stateless" approaches depending on the mechanisms used to support QoS. The stateful approaches need flow state information to be maintained in the network nodes. This is difficult to manage in dynamic networks and it restricts the scalability. Stateless approaches typically use feedback-based mechanisms and local control to support service differentiation and real-time services. The stateless source-based approaches may get an old view of the real status of resources which can lead to the admission of more traffic than what an intermediate node can really support.

1) Fuzzy logic: A fuzzy logic based congestion estimation method within a proposed QoS architecture Fuzzy-QoS is presented in [115]. The architecture comprises of a QoS Management and Control module which is implemented at node level and at the sink for a system level QoS administration. The Fuzzy-QoS approach uses packet arrival rate and buffer size in a sensor node to determine and maintain a fuzzy table for the conditions of buffer congestion. The fuzzy set consists of two fuzzy variables: packet arrival rate \( p \) and buffer size \( s \), \( A = \{p, s\} \). Each of these fuzzy variables takes values of \( 0, 0.5, 0.75, 1 \) depending on low, medium or high congestion conditions. Then, the fuzzy table is computed using max-min composition. This table denotes the estimation of the current congestion level. This helps in making a decision regarding if a packet needs to be dropped. The article reports that the approach reduces the number of dropped important event-driven packets in comparison to that in continuous traffic and query-driven traffic models.

The approach named Fuzzy-Control of Congestion proposed in [116] is a fuzzy logic technique for improving the control of congestion through buffer threshold management in wireless ad hoc networks. The threshold function has significant influence on the performance of a network in terms of a average packet delay and throughput. Therefore, the selection of a particular threshold is critical for an adequate congestion control.

The fuzzy logic develops a more realistic representation of buffer occupancy that helps to offer an efficient decision making regarding if an in-coming packet should be accepted or rejected by a node. The definition of "buffer occupancy" will consider the two fuzzy cases of "getting full" and "not getting full", rather than "admit" and "no-admit" in the previously reported approaches. This fuzzy representation replaces the two discrete sets by a continuous set membership, and performs small gradual transitions between different states of buffer occupancy. The sigmoidal membership function proposed here aims to determine the fuzzy threshold depending on the fullness of the buffer. The admit membership function is inversely proportional to the occupancy fullness.
level of buffer. Thus, when the occupancy fullness is small, the value of the admit membership function is big, and vice versa. Fuzzy rules are framed in such a way that when the value of the admit membership function is big, then the accepted incoming packets into buffer is increased; and when the value of the admit membership function is small, then the accepted incoming packets into buffer is reduced.

The article presents results of NS-2 simulation under diverse mobility and traffic conditions. In terms of traffic scalability, the Fuzzy-Control of Congestion achieves a reduction in terms of average end-to-end delay by about 74-92% in comparison to the IEEE 802.11 wireless networks, with almost the same throughput.

FuzzyMARS: A fuzzy logic QoS approach for wireless ad hoc network, named FuzzyMARS is proposed in [117]. The approach uses fuzzy logic for best-effort traffic regulation, real-time traffic regulation and admission control. The feedback delay from MAC layer is the input to the fuzzy logic, and traffic regulation rate is the output. The input and output variables are fuzzified into in three classes low, medium, and high, and fuzzy rules are defined. The mean-of-maxima method [34] for defuzzification. The performance evaluation results show that FuzzyMARS experiences low and stable delays under different channel conditions, traffic scalability, and network mobility while preserving the throughput.

VII. GUIDE TO CI METHODS FOR WSNs

Many CI methods have outperformed or complimented conventional methods under uncertain environments and severe limitations in power supply, communication bandwidth, and computational capabilities. However, all works presented here are not the best possible solutions and many have not been compared to traditional or to other CI approaches. Additionally, only a few researchers have evaluated their algorithms under real WSN environments like test-bed or deployments.

Authors’ findings have been summarized in Figure 9. The columns of the table represent the application areas in WSNs considered in this survey, while the rows represent the main CI techniques. The size of the black circles represent the number of articles surveyed in this paper for the particular combination of WSN problem and CI approach. In contrast, the shadowing of the box represents an evaluation of the applicability and suitability of the CI method for the particular problem. Of course, this evaluation is not always true: It depends highly on the exact CI algorithm, its parameters and the exact formulation of the problem. However, this overview gives a good insight about which CI method to explore first, when trying to solve a WSN problem.

Design and deployment is usually a centralized problem, where an optimal architecture for the WSN to be deployed is determined. Here, centralized models like NNs, GAs and PSO are very well suited. They can produce optimal results from large data-sets and memory and processing restrictions do not apply. RL can be used for online optimal deployment, like optimizing current deployments or even self-deployment with mobile robots.

For localization, it looks like NNs and GAs are the best suited techniques, although they need to be used in a centralized manner. The problem is the high variance of the localization data, like RSSI values to compute distances between nodes. Here, large data-sets are needed to produce good localization results, which can be handled only centrally anyway.

Fuzzy logic is well suited for security and QoS problems. It is able to compute general non-optimal rules that can accommodate larger variance of the data, as in case of security applications.

Routing and clustering seems to be the most popular WSN problem for applying CI methods (in fact, it is also a very active research area in general). However, not all CI methods are equally suited. NNs and EAs have very high processing demands and are usually centralized solutions. In the case of NNs, learning can be also be conducted online at each of the nodes, but is slow and has high memory requirements. These two CI approaches are slightly better suited for clustering when the clustering schemes can be pre-deployed (see also the following discussion of design and deployment issues). Fuzzy logic is very well suited for implementing routing and clustering heuristics and optimizations, like link or cluster head quality classification. However, it generates non-optimal solutions and fuzzy rules need to be re-learnt upon topology changes.

SI is a very popular paradigm for computing routing schemes for MANETs. However, in WSNs it requires high communication overhead for sending ants separately for managing the routes. Besides, SI usually requires the ants to be sent back to the source of the data, which further increases the energy expenditure. The SI model needs to be changed to accommodate the WSNs requirements and properties, but this has not been done so far.

RL is the best option when dealing with distributed and dynamic problems like routing and clustering for WSNs. It has exactly the needed properties, and it has been applied very successfully to both problems, even on real test-bed. RL produces optimal routing decisions, it is flexible and robust against node and link failures and it is fully distributed. Its communication requirements are nearly zero and it maintains data delivery even in case of topology changes. Q-Learning is the most popular RL method to apply to WSNs because it has the lowest communication and processing demands and its model is very flexible.

A summary of CI applications in WSN QoS management surveyed in subsection VI-C

<table>
<thead>
<tr>
<th>CI Paradigm</th>
<th>Algorithm</th>
<th>Articles</th>
<th>Simulation/Real-deployment/Overview</th>
<th>Centralized/Distributed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy logic</td>
<td>Fuzzy-QoS*</td>
<td>[115]</td>
<td>Simulation</td>
<td>Centralized/Distributed</td>
</tr>
<tr>
<td></td>
<td>Fuzzy-Control of Congestion</td>
<td>[116]</td>
<td>Simulation</td>
<td>Distributed</td>
</tr>
<tr>
<td></td>
<td>FuzzyMARS</td>
<td>[117]</td>
<td>Simulation</td>
<td>Distributed</td>
</tr>
</tbody>
</table>

*This algorithm is renamed here for easy reference.
Nearly the similar properties and discussions as for routing and clustering hold good for scheduling and MAC problems. Scheduling is also a highly distributed and dynamic problem, and again RL is the best suited technique. Fuzzy logic can be used for implementing heuristics and optimizations. SI can be applied too, but with higher communication requirements.

When dealing with data aggregation and fusion, the best suited CI methods are fuzzy logic, evolutionary algorithms and neural networks. However, these are centralized approaches, which increases the communication overhead in the network while gathering the data on a central node for processing and disseminating the results back to the nodes. On the other hand, data fusion is very often accomplished only after gathering the data on the base station or on cluster heads, which makes the approaches well suited. All other CI methods are rather secondary choices, since their models do not correspond well to the problem.

It is interesting to note that two CI techniques, NNs and AIS, have been rarely applied to WSNs. This is particularly awkward in the case of NNs, because this paradigm is very well studied and there exist many different NN models with different properties. AISs are rather a new research area and are not so well studied. They could be good solutions to security problems, but a general evaluation remains open to future research.

VIII. CONCLUSIONS AND FUTURE APPLICATIONS OF CI IN WSNs

Recent literature shows that researchers have focused their attention on innovative use of CI techniques to address WSN issues such as design and deployment, localization, security, optimal routing and clustering, scheduling, data aggregation and fusion, and QoS management. Recent implementations of CI methods in various dynamical and heterogeneous networks are presented in this survey paper. CI paradigms and numerous challenges in sensor networks are briefly introduced, and the CI approaches used by researchers to address the challenges are briefly explained. In addition, a general evaluation of CI algorithms is presented, which will serve as a guide for using CI algorithms for WSNs.

An advanced CI approach called adaptive critic design holds promise to generate practical optimal/sub-optimal solutions to the distributed sensor scheduling problem. There are successful applications of adaptive critic designs in power systems, which show that the technique provides guaranteed stable optimal solutions under uncertainties and noise [118]. The potential of adaptive critic designs remains to be exploited in the field of WSN scheduling.

In addition, there is a vast scope for research in methods for efficient data representation and advanced algorithms for data reduction. Currently there are no techniques for distributed estimation under dynamic communication constraints. Existing centralized multi-sensor estimation techniques assume that the choice of which data to send from any particular sensor to the centralized node is fixed. This approach suffers serious disadvantages and is typically feasible for certain non-critical static sensor situations.

Future research is likely to focus on developing a well founded analytical approach to distributed multi-sensor estimation problem where there are time varying communication bandwidth constraints.

Cross-layer design and parameter learning is envisioned to be an interesting new research area for CI in WSNs. Right now, a majority of the solutions presented here apply CI to one limited problem in areas like multicast routing, link quality, optimal clustering or placement. However, most issues
arise from cross-layer incompatibility and the high human intervention needed for parameter setting and adjustment. Learning platforms and paradigms are needed rather than specialized solutions.

In spite of a multitude of successful CI applications in WSNs, the main concern is that the most of these algorithms or protocols are still in development stage, and they may remain forever in non-finalized state. Very few protocols have grown out of the simulation environment. Most of them do not even consider unreliable or asymmetric links, node failure and mobility. Besides, a common problem is the lack of comparison to conventional state-of-the-art protocols to clearly identify the advantages of introducing CI. Thus, the goal of CI research community for the future of CI in WSNs is to improve already existing solutions, refine them and define well-performing real-world protocols. There are only a few already published initiatives in this direction.

**LIST OF ABBREVIATIONS**

ACO Ant colony optimization  
AIS Artificial immune system  
CI Computational intelligence  
CSMA Carrier sense multiple access  
DE Differential evolution  
EA Evolutionary algorithm  
GA Genetic algorithm  
LEACH Low energy adaptive clustering hierarchy  
MAC Media access control  
MANET Mobile ad hoc network  
NN Neural network  
PSO Particle swarm optimization  
QoS Quality-of-service  
RL Reinforcement learning  
RSSI Received signal strength indication  
RTS Request to send  
SI Swart intelligence  
SOM Self-organizing map  
TDMA Time division multiple access  
TPOT Team-partitioned opaque-transition  
WSN Wireless sensor network
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