A Computational Approach to Optimal Damping Controller Design for a GCSC

Swakshar Ray, Student Member, IEEE, Ganesh Kumar Venayagamoorthy, Senior Member, IEEE, and Edson H. Watanabe, Senior Member, IEEE

Abstract—This paper presents a computational approach for an offline measurement-based design of an optimal damping controller using adaptive critics for a new type of flexible ac transmission system device—the gate-controlled series capacitor (GCSC). Remote measurements are provided to the controller to damp out system modes. The optimal controller is developed based on the heuristic dynamic programming (HDP) approach. Three multilayer-perceptron neural networks are used in the design—the identifier/model network to identify the dynamics of the power system, the critic network to evaluate the performance of the damping controller, and the controller network to provide optimal damping. This measurement-based technique provides an alternative to the classical linear model-based optimal control design. The eigenvalue analysis of the closed-loop system is performed with time-domain responses using the Prony method. An analysis of the simulation results shows potential of the HDP-based optimal damping controller on a GCSC for enhancing the stability of the power system.

Index Terms—Flexible ac transmission systems (FACTS), gate-controlled series capacitor (GCSC), heuristic dynamic programming, neurocontroller, Prony method, remote measurement, wide-area control.

I. INTRODUCTION

TODAY’S deregulated market demands more generation, with less investment in transmission capacity and more power transfer through existing transmission corridors. The flexible ac transmission systems (FACTS) devices can provide transmission control through dynamical control of real and reactive power flow. Not only can it satisfy the market requirements but also may improve the transient performance of the power system. Most commonly used FACTS devices are shunt-connected devices. But the series-connected devices can provide control of line flow and subsequent damping of power-flow oscillations. These series FACTS devices include thyristor-controlled series capacitor (TCSC) and static synchronous series compensator (SSSC), etc. There are a few installations of TCSC in the world [1], [2]. The Brazilian North South Interconnection with a TCSC to damp out low-frequency interarea oscillation is one good example of TCSC installation since it leads to very important expansion in the Brazilian power system. Recently, a new series FACTS device, the gate-controlled series capacitor (GCSC), has been proposed [3]–[5] which has advantages over TCSC in regard to the size of the capacitor being smaller and that no reactor is required. Hence, it can be a less expensive solution in the future. The SSSC [6], [7] is a more complete device in terms of flexibility than the GCSC; however, its cost and complexity are much higher than GCSC.

Remote measurement-based control has shown significant improvement in damping interarea modes with TCSC, static var compensators (SVCs), and power system stabilizers (PSSs) [8]–[11]. Ideally, in a wide-area monitoring system (WAMS), global positioning system (GPS) synchronized time-stamped data are used. In today’s technology, even in the worst scenarios, dedicated communication channels should not have more than 50-ms delay for the transmission of measured signals [12], [13]. But a robust controller design is not affected by a small delay. Therefore, signal transmission delay is no more of an important issue for designing remote-measurement-based wide-area controllers (WACs). In the near future, remote measurement-based WACs are expected to provide better stability and security to the interconnected power system. For the new GCSC FACTS device, a similar approach of remote measurement-based stabilizing control may provide a less expensive solution to low-frequency oscillations in the system. This paper investigates such a remote measurement-based technique for a GCSC.

With power systems that are highly nonlinear and time varying, the performances of the linear controllers degrade as the operating point and conditions of the system change, which justifies the need to retune the linear controllers. Though the retuning can provide a solution for permanent changes in the system, it is not feasible for temporary changes. To overcome this problem, researchers have proposed a different adaptive and robust control technique for nonlinear dynamic systems [14], [15] through classical methods. Computational methods, such as direct and indirect adaptive control, have also been discussed in [16] and [17]. Control designs using computational intelligence or intelligent controls of generator excitation, turbine systems, and earlier series and shunt FACTS devices have presented promising results [18], [19]. While adaptive control has its own advantages, it is difficult to prove their stability unconditionally. Hence, a robust optimal controller design is advantageous in this aspect because of its fixed parameters.
Approximate dynamic-programming (ADP)-based adaptive critic design (ACD) is an alternative approach to classical designs in providing optimal control without the need for a detailed linear model (classical design) or online training (adaptive control) [20]–[23]. The heuristic dynamic programming (HDP) is the simplest in the family of ACD techniques applied to design an optimal controller [20]–[23]. This paper presents a remote measurement-based HDP-based optimal damping controller design for a GCSC to enhance damping of the power system oscillation during small and large disturbances.

The rest of this paper is organized as follows. Section II describes the structure and control of a simple GCSC. Section III presents the multimachine power system under study. Section IV describes the idea of remote measurement-based control. Section V presents the HDP optimal damping controller design. Section VI presents the results on the performance of the proposed controller using time-domain simulation and the evaluation of the damping performance using the Prony method. Finally, the conclusions and future work are given in Section VII.

II. GATE-CONTROLLED SERIES CAPACITOR

A. Architecture and Operation

The GCSC is composed of two antiparallel gate-controlled switches and a capacitor bank in series with the transmission line as shown by the single-line diagram in Fig. 1. If the switches are turned on all of the time, then the capacitor is bypassed and it does not provide any compensation. However, if the switches are turned off once per cycle at a determined blocking angle of $\alpha$, the capacitor in series with the transmission line turns on and off alternately and a voltage $V_C$ appears across the capacitor. The GCSC has a great advantage over TCSC as the blocking angle ($\alpha$) can be varied continuously, thus varying the fundamental components of $V_C$. In contrast, the TCSC firing angle is discontinuous due to the zone in which a parallel resonance occurs between the thyristor-controlled reactor (TCR) and the capacitor [4].

In the GCSC, a blocking angle of 90° means that the capacitor is fully inserted and a blocking angle of 180° means that the capacitor is fully bypassed, making effective capacitive reactance zero. The dynamic control range for the reactance of a GCSC can be varied from 0 to $X_{\text{max}}$ unlike TCSC where it can only vary between $X_{\text{min}}$ to $X_{\text{max}}$, where $X_{\text{min}} > 0$. Also, GCSC does not need an extra reactor unlike the TCSC; this reduces the cost of the device. For these reasons, the GCSC might be a better solution in most situations than other controlled series compensators for future deployments. A different multimodal structure of the GCSC has been discussed in [5]. For simplicity, only the single module structure of GCSC is considered in this paper.

The GCSC could be used in applications where fixed capacitive compensation—TCSC or SSSC—is used today, mainly to control power flow and provide damping to system oscillations. The GCSC can operate in an open-loop mode controlling the capacitive reactance added in series with the transmission line. It can also operate in a closed-loop mode where it controls the real power flow in the transmission line or maintains a constant compensation voltage. One interesting point is that GCSC can be used to retrofit existing fixed series capacitors just by adding controlled switches and its controllers.

B. Control

The control of a GCSC is difficult due to the wide saturation region in the relation of capacitive compensation reactance ($X_{\text{off}}$) and the blocking angle ($\alpha$) as given in (1) and shown in Fig. 2

$$X_{\text{off}} = \frac{X_C}{\pi}[2\alpha - 2\pi - \sin 2\alpha]. \tag{1}$$

Here, $X_C$ is the total installed reactance of the capacitor bank. Similar to most series capacitor-based FACTS devices, the internal control of the GCSC, shown in Fig. 3, provides a reactive compensation command ($X_{\text{off}}$) to the blocking angle generator. The blocking angle ($\alpha$) is fed to the gate drivers of the GCSC. In the GCSC control, the control signal is applied to the gate driver only once in a cycle. To calculate the accurate firing angle by the controller, the time lag involved is less than 100 $\mu$s and the firing pulse generation takes 1–2 $\mu$s. Hence, the effective reactance of the GCSC capacitor can change within 100 $\mu$s after the controller provides the new reference signal. This small time lag can only cause a phase delay of 0.04–0.08°, which is small enough to be ignored for proper operation of the controller.

Unlike, the power-electronic switches in a TCSC, a GCSC triggering circuit provides blocking signals to the gates of
the controlled switches instead of firing signals. The reactive compensation command \( (X_{\text{off}}) \) is generated from the requirement of active power flow in the transmission line \( (P_{\text{ref}}) \) during normal operation of fixed compensation. During disturbances, a stabilizing auxiliary control signal \( (\Delta X) \) can be added to \( X_{\text{off}} \) to provide damping to the oscillating modes in a power system. The objective of this paper is to design a HDP-based optimal damping controller for a GCSC as elaborated in Sections IV and V.

### III. Multimachine Power System

The 12 bus multimachine FACTS benchmark power system [24] used in this study is shown in Fig. 4. Bus 9 is the infinite or slack bus (G1). There are three geographic areas in the system with six 230-kV buses, two 345-kV buses, and four 22-kV generator buses. Area 1 consists of an infinite bus and generator 2 (G2), and area 2 consists of generator 4 (G4) and the area 3 has generator 3 (G3) and most of the loads. Each generator is equipped with an automatic voltage regulator (AVR), exciter for the field voltage control and governor and turbine for the frequency control. The GCSC is integrated in this system between buses 7 and 8 to provide control over real power flow. The location has been chosen from earlier studies published on the 12-bus system [24], [25], which shows that the best location for a series FACTS device is between buses 7 and 8 since it requires transferring a large amount of power. Even though all of the generators in the system are in one area, according to [25], the remote signals for FACTS supplementary control do help in damping even though there are PSSs in the system. This paper shows the effect of remote signal-based supplementary control to a GCSC for damping. The sizing of GCSC is chosen to provide up to 50% compensation of the line impedance (Table I). The power system with the GCSC is modeled in a PSCAD/EMTDC [26] environment with a time step of 50 μs. Hence, the switching effects of the GCSC can be included in the simulation.

### IV. Remote Measurement-Based Wide-Area Control

In the last few decades, researchers have shown that the remote measurements or global signals can be used as inputs to the controller for providing better stabilizing control for power system applications. In a large multiarea power system with several modes of oscillations, the remote measurements provide proper identification of modes which can be subsequently damped using wide-area control methods [8]–[11]. In the 12-bus FACTS benchmark system, there are three areas and three distinct modes associated with each generator. The least damped modes corresponding to 0.83 and 1.15 Hz are associated with generators G3 and G4, respectively. Hence, in this paper, the power flow through lines 3–11 (\( P_3 \)) and 6–12 (\( P_4 \)) have been selected as the remote measurements inputs to the damping controller. The damping controller is developed using these remote measurements to provide a stabilizing control signal to the GCSC in lines 7–8.

In the past, the remote measurement-based controller designs were not attractive due to the problem of delays in signal transmission. But with modern communication technology and dedicated channels for signal transmission, delay is less than 50 ms and is no longer regarded as a bottleneck in the design of wide-area controllers. In this work, the delay in measurement is assumed to be no more than 50 ms and is neglected in the design. But due to the inherent characteristics of the optimal controller, it is able to withstand small delays as shown in the results (Section VI-B).

### V. HDP Optimal Neurocontroller Design

The optimal control design implemented in this paper is based on the HDP approach, a member of the ACD family [20]–[23]. ACDs are neural-network-based designs for optimization over time using combined concepts of reinforcement learning and approximate dynamic programming. ACDs use two neural networks—the critic and action networks to solve the Hamilton–Jacobi–Bellman equation of optimal control. The critic network approximates the cost-to-go function \( J \) of Bellman’s equation of dynamic programming (2)

\[
J(t) = \sum_{k=1}^{\infty} \gamma^k U(t + k)
\]

where \( \gamma \) is a discount factor between 0 and 1, and \( U(t) \) is a utility function or a local performance index. The action neural network also referred to as the actor in the ACD literature. This network provides optimal control to minimize or maximize the cost-to-go function \( J \). It is referred to as the neurocontroller in this paper providing the optimal damping control signal to the GCSC. Several other ACD approaches such as the dual-
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**Table I**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAPACITOR REACTANCE/PHASE</td>
<td>103 Ω</td>
</tr>
<tr>
<td>CAPACITANCE/PHASE</td>
<td>28 μF</td>
</tr>
<tr>
<td>MAX. REACTANCE</td>
<td>103 Ω</td>
</tr>
<tr>
<td>DYNAMIC CONTROL RANGE</td>
<td>0 – 103 Ω</td>
</tr>
<tr>
<td>MAX. FUNDAMENTAL VOLTAGE</td>
<td>59.7 kV</td>
</tr>
<tr>
<td>MAX. RMS VOLTAGE</td>
<td>59.7 kV</td>
</tr>
<tr>
<td>MAX. CAPACITOR CURRENT</td>
<td>4700 A</td>
</tr>
<tr>
<td>MAX. VALVE CURRENT</td>
<td>4700 A</td>
</tr>
</tbody>
</table>

---

![Diagram of a 12-bus FACTS benchmark power system](image-url)
heuristic programming (DHP) and the global dual-heuristic programming (GDHP) exist [20]. The HDP design illustrated in Fig. 5 is used for the design of an optimal damping controller in this paper and is explained including the development of a model using a neural network (the neuroidentifier) [21]–[23].

A. Neuroidentifier (Model Network)

The power system is nonlinear with frequent changes in operating regions due to load changes, disturbances, and setpoint changes. The transactions on the power market and commitments also require the need to change line flows. As the effective series reactance primarily controls the power flow in the line, the settings of the series reactive compensators are required to change according to the line-flow requirement. Also, damping system oscillations require transient changes in the line reactance during the contingency. During these changes of operating conditions, a system identifier can be used to model the system with the measured signals [18], [19].

For HDP neurocontroller designs, neural-network-based one-step-ahead prediction has been found to be sufficient for providing accurate feedback for the action network weight updates [20]–[23]. In this paper, a multilayer perceptron (MLP), shown in Fig. 6, is found to be sufficient for providing an accurate prediction of the system model. The MLP network tracks two remote measurement signals over time. The MLP neuroidentifier consists of ten input linear neurons, a hidden layer with 15 sigmoidal neurons, and an output layer with two linear neurons. The choice of each neural network input linear neurons depends on the number of measurements and number of time-delayed values used for the design. The number of hidden neurons in each network is selected to provide the best tradeoff between computation and accuracy. All of the neural networks in this paper have been trained using a well-known gradient descent-based back-propagation algorithm [26]. For damping control, the system identifier provides a nonlinear model of the system in terms of measured outputs and control inputs. During control signal generation, the identifier is used to predict the changes in the power or speed oscillations for certain control actions. Moreover, one step-ahead prediction of the identifier is utilized by the critic network to predict the cost-to-go function or sum of future performance indices.

B. HDP Critic Neural Network

The critic network approximates the cost-to-go function $J$ in (2). The critic network is trained forward in time, which is of great importance for real-time optimal control operation (Fig. 7). The ability to foresee future cost and take preventive action ahead of time is important in optimal controller designs. In an optimal control design using dynamic programming, the controller is optimized to provide good performance over a longer period of time. From a dynamic programming point of view, the optimality lies over a time span of actions and results and the performance index is stated as a cost-to-go function. The cost-to-go function is the discounted sum of present and future performance indices. The critic network is trained forward in time to approximate the cost-to-go function. Maximizing or minimizing this function can yield a controller which provides optimal performance over a longer time frame as if the actions taken by the controller can foresee what can be the result of the current action in future times [20].

The ACD techniques use a neural network as an approximating tool to provide an alternative approach to the classical optimal control design. Inherently, both classical- and ACD-based designs are similar as shown in [21]. The target for the critic during the training period is derived from the Bellman’s equation (2), as explained in the following derivation (3):

$$J(t) = \sum_{k=0}^{\infty} \gamma^k U(t + k)$$

$$= U(t) + \sum_{k=1}^{\infty} \gamma^k U(t + k)$$

$$= U(t) + \gamma \sum_{k=0}^{\infty} \gamma^k U((t + 1) + k)$$

$$= U(t) + \gamma J(t + 1).$$

(3)
The change in the action network weights ($\Delta W_A$) is calculated by backpropagating a “1” through the trained critic network and then backpropagating the derivative $\partial \hat{J}/\partial P$ through the trained neuroidentifier to obtain $\partial \hat{J}/\partial X$. The error in the action network output is given in (7) where $\hat{Y}_M$ is the output of the neuroidentifier/model

$$e = \frac{\partial \hat{J}}{\partial A} = \left( \frac{\partial \hat{J}}{\partial \hat{Y}_M} \right) \left( \frac{\partial \hat{Y}_M}{\partial A} \right).$$

The weights of the MLP are updated with the backpropagation algorithm [27]. The controller is modified using the feedback from the critic network to improve the cost-to-go function (sum of current and future performance indices). The cost function is chosen to represent system oscillations. Thereby, optimizing the cost function for a damping controller design improves the damping performance of the system.

VI. RESULTS AND DISCUSSIONS

A. HDP-Based Optimal Controller

The HDP-based approach has been proven effective for the optimal control of various devices such as an exciter and turbine. Though the underlining technique remains same, the selection of parameters for the training of the HDP critic and action/controller depends on the applications to be used. The value of the discount factor ($\gamma$) and the choice of the utility function are critical for optimal performance of the controller.

The neurocontroller is developed in three steps, namely: 1) the neuroidentifier training, 2) critic network training, and the 3) controller network training. The neuroidentifier is trained using forced perturbations (switch S in position 2 in Fig. 3) applied to a specified nominal operating point ($X_{\text{eff}} = 40$ G3 $\Omega$) for the GCSC using pseudorandom binary signals (PRBS) in the range of 0.1 to 0.5 Hz similar to the method described in classical identification methods [28]. In practical systems, a system model can be used to generate disturbance measurements. The ambient measurements due to continuous changes in the system may also be used to train the identifier similar to the classical model identification [29]. The power generated by G3 ($P_3$) and G4 ($P_4$) is sampled at 40 Hz to provide the inputs to the neuroidentifier.

The training procedure detailed in [20]–[23] is used for the critic and action training until the weights of the networks do not change significantly. The utility function $U(t)$ given in (8) is chosen to provide the local performance index for optimal controller development

$$U(t) = (\Delta P_3(t)^2 + \Delta P_4(t)^2).$$

The value of discount factor used for critic training in (5) is 0.6. The choice of discount factor defines optimality over short or long term. If the discount factor is zero, the ACD controller performs similar to the adaptive controller trying to minimize the cost function over one time step. If $\gamma$ is 1.0, then the controller performance is optimal over an infinite horizon. But equal weighting of present and future performance indices over a longer duration does not improve the transient performance, such as overshoot and settling time. Also, as $\gamma$ increases, the...
complexity of the cost function as well as the complexity of the neural network to implement increases. Hence, the choice of $\gamma$ provides a tradeoff between complexity and optimal performance. In this damping application, $\gamma = 0.6$ shows very good performance for overshoot and settling time with reasonable size and complexity of the neural networks. Theoretically, with a $\gamma$ of 0.6, the effect of controller action reduces to 1% within ten time steps.

The initial weights of the controller network are those that can provide stabilizing control at one operating point. These weights are obtained using the indirect adaptive control method [16]. Obtaining the initial weights of the action network are known as pretraining of the neurocontroller. After pretraining of the neurocontroller, the controller is trained using the feedback from the critic network. The critic and controller training are interleaved. Once the controller network weights have converged for a number of operating conditions, the weights are frozen and the neurocontroller is left online with the system. Though the computational effort is high during an initial phase of offline design, after the finalization of the controller, the parameters of the controller are fixed (similar to linear controllers). Hence, the implementation of the controller in real time can be accomplished using less expensive microprocessors.

B. Discussion of Simulation Results

To observe the performance of the proposed optimal control method, different disturbances are applied to the system. The objective of the HDP controller is to damp out the oscillations arising from different disturbances. Linear analysis of the 12-bus system suggests that the effect of the line flow in 7–8 has little effect on the modes of generators G2 and G4. Hence, the damping provided by the optimal controller is mostly visible in generator G3. Fig. 8 shows the speed response of G3 for a 150 ms 3-$\Phi$ short circuit at bus 3 with $P_3$, $P_4$, and $P_5$ signals as inputs to the damping controller. This figure shows that the remote measurement signal from G4 ($P_4$) has a significant effect on the performance of the controller. Thus, the use of both remote signals $P_3$ and $P_4$ can be justified for the optimal damping controller design.

Figs. 9 and 10 present the speed responses of G3 and G4 for the aforementioned fault, with and without the HDP optimal damping controller. The damping in the response of generator G3 is significantly enhanced with the proposed controller. A transport delay of 50 ms in the measured signal is also simulated and it can be seen from Figs. 9 and 10 that there is no effect in the performance as assumed during the design. Fig. 11 shows the active power flow in line 7–8 due to the same short-circuit fault. The enhanced damping in the power oscillation is also visible with the HDP controller. Fig. 12 shows the respective control signal generated by the damping controller during the short-circuit disturbance and it is within the limits specified by $-40$ to $60 \Omega$.

In a second test, one line between bus 3 and 4 is removed to represent a different operating condition. Fig. 13 shows the effect on generator G3 due to this line outage. The time-domain simulation exhibits a similar enhancement of damping in generator G3 as experienced under the short-circuit fault. A 50-ms transport delay in the measured signal has shown no effect on the performance. Fig. 14 presents the effect on the speed of generator G3 due to a different contingency where a line outage is simulated between buses 4 and 6.

All these results show improvement in damping as a result of a remote signal-based optimal controller even with a small transport delay (typically <50 ms). Hence, the proposed offline
C. Evaluation of Damping Performance

Prony analysis [30] is an extension of the Fourier analysis and it helps to find the modal contents by estimating frequency, damping, and phase of a signal. Responses under different fault conditions are investigated with the Prony method. Comparisons in Tables II and III show the improvement in damping with the HDP controller for short-circuit and line-outage faults. Table II shows that for the nominal operating condition with a large disturbance (150-ms short circuit), the HDP controller provides a 7% improvement in damping for the least damped mode of 1.12 Hz. Table III shows a 4% improvement for the least damped mode of 1.1 Hz. The effect on G4 is minimal as the line flow in line 7–8 (GCSC location) does not participate significantly in G4 oscillations.

VII. Conclusion

This paper has presented a computational technique for an offline design of an optimal damping controller using the HDP approach. This computational approach is mainly measurement-based technique is a promising optimal controller design. A similar technique can also be applied to larger power systems without major modifications. This paper has only verified the design on a FACTS benchmark system [24]. In the next section, quantitative evaluation of dampings is presented using the Prony method.
based and no linear model of the system needs to be developed unlike classical optimal designs. The HDP-based optimal controller design can be accomplished by using the available measurement data from real (practical) systems. In this paper, an optimal damping controller, using remote measurements, for a GCSC is used to provide damping of system modes. Neural networks have been used as agents to develop an optimal control law using the proposed method. The design yields a fixed weight nonlinear controller which is easier to implement in practical systems than adaptive controllers.

The study of the proposed control strategy shows the effectiveness of the HDP-based optimal controller for oscillation damping. The GCSC, as a relatively inexpensive and simpler power-flow control device, has a lot of potential to be introduced in locations where fixed capacitors or other series FACTS devices are currently used. The proposed nonlinear controller provides an alternate design to classical approaches to provide stability to the compensated system.

Real-time implementation and testing using a real-time digital simulator (RTDS) will be continued in the future. The future work will also involve inclusion of frequency-domain characteristics in the utility or objective function.
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